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Abstract—Currently, wireless video distribution cannot be provided in crowded venues due to resource limitations. In our recent papers we proposed AMuSe, a scalable system for WiFi multicast video delivery. The system includes a scheme for dynamic selection of a subset of the receivers as feedback nodes and a rate adaptation algorithm MuDRA that maximizes the channel utilization while meeting QoS requirements. We implemented AMuSe in the ORBIT testbed and evaluated its performance with 150-200 nodes. We present a dynamic web-based application that demonstrates the operation of AMuSe based on traces collected on the testbed in several experiments. The application allows to compare the performance of AMuSe with other multicast schemes and evaluate the performance of video delivery.

I. INTRODUCTION

Multimedia (e.g., video) delivery is an essential service for wireless networks and several solutions were proposed for content delivery in crowded venues [1]. Most of them are based on dense deployments of Access Points (APs) which requires considerable expenditure and may suffer from interference between APs or hidden node problems. Some schemes [2] have demonstrated impressive ability to deliver video to a few nodes by utilizing Forward Error Correction (FEC) codes and retransmissions. However, most approaches do not scale to large groups with hundreds of nodes.

Multicast offers another approach for video delivery to large groups of users interested in venue specific content (e.g., sports arenas, entertainment centers, and lecture halls). However, WiFi networks provide limited multicast support at a fixed low rate (e.g., 6Mbps for 802.11a/g) without a feedback mechanism to guarantee service quality. To improve multicast performance, there is a need for a system that dynamically adapts the transmission rate.

We have been developing the Adaptive Multicast Services (AMuSe) system for content delivery over WiFi multicast to a large number of users. In [3], we focused on efficient feedback collection mechanisms for WiFi multicast as part of the AMuSe system. In [4], we presented a multicast rate adaptation algorithm (MuDRA). MuDRA leverages efficient multicast feedback collection for WiFi multicast of AMuSe and dynamically adapts the multicast transmission rate to maximize channel utilization while meeting performance requirements. Fig. 1 shows the overall AMuSe system composed of (i) MuDRA algorithm, and (ii) a feedback mechanism.

We implemented MuDRA with the AMuSe system on the ORBIT testbed, evaluated its performance with hundreds of IEEE 802.11 nodes (between 150–200), and compared it to other multicast schemes. In this demonstration, we present an interactive web-based application that illustrates the performance of the overall AMuSe system based on experimental traces collected on the ORBIT testbed. We collected the traces over several days in different experimental settings with 150-200 nodes. Each experimental trace consisted of channel measurements at each node using several metrics such Link Quality, Packet Delivery Ratio (PDR) etc.

The application allows us to demonstrate different scenarios such as different channel conditions, interfering transmissions etc. For each scenario, the application shows the dynamic conditions over a period of time on the testbed from the appropriate experimental traces. An application can be used to compare the performance of several multicast schemes such as pseudo-multicast, unicast transmissions etc. We also demonstrate the performance of these schemes in different scenarios that have been measured on the testbed (e.g. interference, other WiFi flows, etc.) as well as syntactic scenarios based on manipulating the measured data. We note that the application is flexible and can be used for testing even more scenarios and algorithms in the future.

II. AMuSe OVERVIEW

AMuSe consists of two main components:

(i) Feedback node selection: The feedback scheme is based on the observation that adjacent nodes experience similar channel quality and interference patterns. AMuSe dynamically selects a small set of well-distributed nodes as feedback (FB) nodes according to the service quality that they experience. One approach for selecting FB nodes is dividing the nodes into a few clusters based on adjacency of nodes and maximum cluster size (D m). In each cluster, one or a few nodes with the weakest channel quality are selected as FB node. The FB
IV. Demonstration Application

We developed an interactive web-based application to demonstrate the performance of AMuSe. The application has three main components: (i) the back-end where the experimental data is stored and managed, (ii) the front-end which provides the user interface, and (iii) a video tool for generating video streams. The front-end is web-based and can operate on any standard browser while the back-end requires installation of easily available open source libraries. For any experimental condition, the video tool generates the video stream received by a selected node. It maps video payload to UDP packets and discarding lost packet, according to the nodes traces.

The front end is built using Angular [5] which is a JavaScript framework for rendering dynamic features on web applications. The FB node selection and MuDRA algorithms are built in the Django framework. The back-end utilizes a Postgres [6] database and interfaces with Django [7]. Users can tune the algorithmic parameters at any given time on the front-end. The front-end periodically relays the parameters to Django. Django utilizes the user input and system state information derived from the back-end to run the required FB and rate adaptation algorithms. The system state is then relayed to Angular, which renders the information on user’s screen. Finally, the experiment can be paused at any time to allow the video tool to generate videos at the nodes for that period of time. The video tool uses ffmpeg to render and generate the videos and an nginx server [8] to transmit to the front-end.

Fig. 2 shows a screenshot of the application. Demo participants can select different experiment settings on the web interface. This information is used along with data collected from the experiments to show how the performance at all the nodes on the grid. The feedback nodes are highlighted with a red border. The rate adaptation and multicast throughput measured at the AP appears below.
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