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Abstract—Recent attacks on power grids demonstrated their
vulnerability to cyber and physical attacks. To analyze this
vulnerability, we study cyber-physical attacks that affect both
the power grid physical infrastructure and its underlying Su-
pervisory Control And Data Acquisition (SCADA) system. We
assume that an adversary attacks an area by: (i) disconnecting
some lines within that area, and (ii) obstructing the information
(e.g., status of the lines and voltage measurements) from within
the area to reach the control center. We leverage the algebraic
properties of the AC power flows to introduce the efficient
EXPOSE Algorithm for detecting line failures and recovering
voltages inside that attacked area after such an attack. The
EXPOSE Algorithm outperforms the state-of-the-art algorithm
for detecting line failures using partial information under the
AC power flow model in terms of scalability and accuracy. The
main advantages of the EXPOSE Algorithm are that its running
time is independent of the size of the grid and number of line
failures, and that it provides accurate information recovery under
some conditions on the attacked area. Moreover, it approximately
recovers the information and provides the confidence of the
solution when these conditions do not hold.

Index Terms—AC Power Flows, State Estimation, Line Failures
Detection, Cyber Attack, Physical Attack.

I. INTRODUCTION

Recent cyber attack on the Ukrainian grid in December
2015 demonstrated the vulnerability of power grids to
cyber attacks. As indicated in the aftermath report of the
attack , once the attackers obtain access to the grid’s
Supervisory Control And Data Acquisition (SCADA) system,
they can delete, modify, and spoof the data as well as remotely
change the grid’s topology by activating the circuit breakers.

The power grid infrastructure is also vulnerable to physical
attacks. Such an attack occured in April 2014 in San Jose,
California, when snipers tried to shut down a substation simply
by shooting at its transformers [2]. Hence, a physical attack
on the power lines and the measurement devices can have a
similar effect to a cyber attack.

To analyze these vulnerabilities, in this paper, we study
cyber-physical attacks that affect both the power grid physical
infrastructure and its SCADA system. Fig. [I] shows the main
components of the power grid. An adversary can attack the
grid by damaging the power lines and measurement devices
with a physical attack, by remotely disconnecting the lines
and erasing the measurements data with a cyber attack, or by
performing a combination of the both.

Independent of the attack strategy, we assume that an adver-
sary attacks an area by: (i) disconnecting some lines within
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Fig. 1: The main components of the power grid. The Intelligent
Electronic Devices (IEDs) measure voltage magnitudes and phase
angles, and send these information via Data Concentrators to the
Control Center.

that area (failed lines), and (ii) obstructing the information
(e.g., status of the lines and voltage measurements) from
within the area to reach the control center. We call this area,
the attacked zone. Our objective is to detect the failed lines
and recover the voltages inside the attacked zone using the
information available outside of the attacked zone as well
as the information before the attack. An example of such an
attack on the IEEE 300-bus system is depicted in Fig. [2]

We studied a similar attack scenario in using the lin-
earized DC power flows. In a recent extension [E[], the methods
in were modified to statistically recover the information
under the AC power flows. However, due to the inaccuracy of
the DC power flow approximation, the methods in could
not guarantee the correct information recovery under the AC
power flows.

In this paper, we directly leverage the properties of the
nonlinear AC power flows to detect the line failures and
recover the voltages after an attack with the guarantee of



performance. In particular, we introduce the EXPress line fail-
ure detection using partially ObSErved information (EXPOSE)
Algorithm and demonstrate that it outperforms the state-
of-the-art algorithm for detecting line failures using partial
information under the AC power flows in terms of scalability
and accuracy. The main advantages of the EXPOSE Algorithm
are that its running time is independent of the size of the
grid and number of line failures, and that it provides accurate
information recovery under some conditions on the attacked
zone. Moreover, it approximately recovers the information and
provides the confidence of the solution when these conditions
do not hold.

Most of the related work rely on the DC power flows and
deploy brute force search approaches. These approaches do not
scale well, and therefore, are limited only to detecting single
and double line failures using partial measurements [5], [6],
[7]1, [8], [9]. To represent these approaches and for comparison
purposes only, we also introduce a naive Brute Force Search
(BFS) Algorithm for detecting line failures after the attack.

Finally, while we analytically prove that the EXPOSE
Algorithm guarantees to accurately recover the voltages and
detect line failures under some conditions, we also numerically
evaluate its performance when those conditions do not hold.
In particular, we evaluate the performance of the EXPOSE
Algorithm as the attacked zone becomes topologically more
complex and compare its running time to the BFS Algorithm
by considering all single, double, and triple line failures in
5 nested attacked zones. Based on the simulation results, we
conclude that despite its accuracy, the BFS Algorithm is not
practical for line failures detection in large networks and that
the EXPOSE Algorithm can provide relatively accurate results
exponentially faster. For example, the EXPOSE algorithm
recovers the voltages with less than 15% error and detects
line failures with less than 1 false negative on average, after
all single, double, and triple line failures in an attacked zone
that satisfies none of the conditions for the accuracy of the
EXPOSE Algorithm.

II. RELATED WORK

Power grids vulnerability to failures and attacks has been
widely studied [10], [11]], [12], [13], [14], (15[, [16], [17],
[18], [19]]. In particular, false data injection attacks on power
grids and anomaly detection have been studied using the DC
power flows in [20], [21], [22]], [23], [24], [25]. These studies
focused on the observability of the failures and attacks in the
grid.

The problem studied in this paper is similar to the problem
of line failures detection using phase angle measurements [5]],
(6, [7], [26]]. Up to two line failures detection, under the
DC power flow model, was studied in [S]], [6]. Since the
provided methods in [3f], [|6] are greedy-based methods that
need to search the entire failure space, the running time of
these methods grows exponentially as the number of failures
increases. Hence, these methods cannot be generalized to
detect higher order failures. Similar greedy approaches with
likelihood detection functions were studied in [8]], [9l, [27],
[28], [29] to address the PMU placement problem under the
DC power flow model.
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The problem of line failures detection in an area in the
power grid using the information available outside of the area
was first studied in [[7]] based on the DC power flow model. The
proposed algorithm works for only one and two line failures,
since it depends on the sparsity of line failures.

In a recent work [26]], a linear multinomial regression model
was proposed as a classifier for a single line failure detection
using transient voltage phase angles data. Due to the time
complexity of the learning process for multiple line failures,
this method is impractical for detecting higher order failures.
Moreover, the results provided in [26] are empirical with no
performance guarantees.

Finally, in a recent series of papers [30], [31f, [32], the
vulnerability of power grids to undetectable cyber-physical
attacks is studied using the DC power flows. These studies
are mainly focused on designing attacks that affect the entire
grid and therefore may remain undetected.

To the best of our knowledge, our methods presented in this
paper and [4] are the only methods for line failures detection
under the AC power flows that can be used to detect any
number of line failures and scale well with size of the grid.
However, the EXPOSE Algorithm provided in this paper is
more accurate than the method provided in [4].

III. MODEL AND DEFINITIONS
A. AC Power Flow Equations

A power grid with n nodes (buses) and m transmission
lines can be represented by an undirected graph G(N, L),
where N' = {1,2,...,n} denotes the set of nodes and
L ={li,ls,...,l,n} denotes the set of lines or edges. In the
steady-state, the status of each node i is represented by its
voltage V; = |V;|e!% in which |V;| is the voltage magnitude,
0; is the voltage phase angle, and i denotes the imaginary unit.

The goal of the AC power flow analysis is the computation
of the voltage magnitudes and phase angles at each bus in the
steady-state conditions [33]. In the steady-state, the AC power
flow equations can be written in matrix form as follows:

YV =1, (1)

S = diag(V)I™, 2)
where * denotes the complex conjugation, V = [Vi, ..., V,]T
is the vector of node voltages, I = [I1,Is,...,I,]T is the
vector of injected node currents, S =[Sy, Ss,...,S,]7 is the

vector of injected apparent powers, and Y is the admittance
matrix of the graph.

The elements of the admittance matrix Y which depend on
the topology of the grid as well as the admittance values of
the lines, are defined as follows:

0, it k ¢ N(i)

Yir =

where N (i) denotes the direct neighbors of node i, y;; is
the equivalent admittance of the lines from node ¢ to k, and
y;; 1s sum of the shunt admittances at node . In this paper,
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Fig. 2: The attack model. An adversary attacks a zone by disconnecting some of its lines (red dashed lines) and disallowing the information
from within the zone to reach the control center. G is the power grid graph and 7 is a subgraph of G that represents the attacked zone.

we assume that the shunt admittances are negligibleﬂ and
therefore, y;; = 0 for all ¢ € N. The admittance matrix
can also be written in term of its real and imaginary parts
as Y = G + iB where G and B are real matrices. Using
this and the definition of the apparent power S; = P; + iQ);
in (TH2) results in the equations for the active power P; and
the reactive power (; at each node ¢ as well.

B. Incidence Matrix

Under an arbitrary direction assignment to the edges of G,
the incidence matrix of G is denoted by D € {—1,0,1}"*™
and defined as,

0  if [; is not incident to node ¢,
if I; is coming out of node 14,

—1 if I; is going into node 7.

For each line I; = (i, k), define y;, := y;x. It can be verified
that Y = Ddiag([y1,, y1,,-- -, %1, ])DT. As we demonstrate
in Section [[V] the incidence matrix is a very useful matrix for
detecting line failures in power grids.

C. Basic Graph Theoretical Terms

Matching: A matching in a graph is a set of pairwise
nonadjacent edges. If M is a matching, the two ends of each
edge of M are said to be matched under M, and each vertex
incident with an edge of M is said to be covered by M. In
particular, a matching M between two subsets of the nodes
like A and B that covers A is a set of pairwise nonadjacent

The shunt values are usually small (specially for the short lines). Here,
for simplifying some of the theoretical constraints, we neglect these values.
However, presented detection methods can be effectively used in practice and
in the presence of shunt admittances.

edges of the graph such that: (i) each edge in M connects a
node in B to a node in A and (ii) for each node in A, there
exists exactly one edge in M that is incident to that node.
Hence, number of edges in M is exactly equal to the number
of nodes in A.

Cycle: A cycle in a graph is a sequence of its distinct nodes
U1, Us, ..., ug such that for all ¢ < k, {u;,u;41} € L, and
also {ug,u1} € L. A graph with no cycle is called acyclic.

D. Attack Model and Problem Formulation

We assume that an adversary attacks an area by: (i) dis-
connecting some lines within that area (failed lines), and
(i1) obstructing all the information (e.g., status of the lines
and voltage measurements) from within the area to reach the
control center. We call this area, the attacked zone.

Fig. 2] shows an example of an attack on the area represented
by H = (Ny, L3). We denote the set of failed lines in the
attacked zone H by F C L. Upon failure, the failed lines
are removed from the graph and the flows are redistributed
according to the AC power flows. Our objective is to estimate
the voltages and detect the failed lines inside the attacked zone
using the changes in the voltages outside of the zone.

We use the prime symbol (') to denote the values after an
attack (e.g., Y’ denotes the admittance matrix of the grid and
V' denotes node voltages after the attack) and 7 to denote
the set of nodes outside of the attacked zone. We also use
subscripts X4, and X4 to denote entries of vector X inside
and outside of the attacked zone, respectively (e.g., V3 and Vg
denote voltage of the nodes inside and outside of the attacked
zone, respectively).

Using this notation, given Vﬁ and S/, we want to recover
V3, and F. We assume that V;, is measured directly by the
PMUs outside of the attacked zone. It is reasonable to assume



that we know S;_[ after the attack, since in a short time-scale
from before to after the attack, we can assume that P’ and Q'
values remain unchanged and therefore S’ = S|

Detecting line failures after such an attack is crucial for
maintaining the stability of the grid, since they may result in
further line overloads and failures, if the proper load shedding
mechanism is not applied. An effective load shedding requires
the exact knowledge of the topology of the grid.

Notation. For any complex number x = Re(z) + i Im(z),
real numbers Re(x) and Im(z) denote its real and imaginary
values, respectively. For a vector X, supp(X) denotes the
set of its nonzero entries. If H1, Ho are two subgraphs of G,
Y 34,3, denotes the submatrix of Y with rows from V3, and
columns from V3. Moreover, Y4, denotes the submatrix of
Y with all the rows associated with V3, . For instance, Y can
be written in any of the following forms,

Youu Y?—L|7:l:| l:YH]
Y = Y = .
{YMH Yin Yy

Finally, Dy, is the |[N3| by | £ incidence matrix of . Notice
that D4, is known since it denotes the incidence matrix of H
before the attack.

IV. STATE ESTIMATION

In this section, we provide the analytical building blocks
of the EXPOSE Algorithm which can be used to estimate
the state of the grid following a cyber-physical attack. Notice
that the state estimation problem considered here is different
from the classical state estimation problem in power grids.
Specifically, in addition to estimating the voltage magnitudes
and phase angles in the attacked area, the algorithm needs to
estimate the modified grid topology. However, here we mainly
focus on the cases that the measurements are noise-free.

The idea of the approaches used in Subsections and
for recovering the voltages and detecting line failures
inside the attacked zone are similar to the approaches used
in [3]. However, due to the nonlinear relationship between
the voltages and the active/reactive powers in the AC power
flows, extending those approaches to the AC power flows
are more challenging. Moreover, due to this nonlinearity,
those approaches are not as easily extendable for simultaneous
voltage recovery and line failures detection as in [3[]. We will
discuss these difficulties and how to deal with them in details
in Subsection

In order to be coherent, in the final subsection of this
section, we briefly describe the extension of the provided
methods to noisy scenarios.

A. Voltage Recovery

Here, we provide a method to recover the voltages inside
that attacked zone after the attack.

Observation 1: The admittance matrix of the grid does not
change outside of the attacked zone (i.e., Yy = Y;q).

2Notice that since the grid operators do not have a direct access to
power supply (controlled by the utilities) and the demand (controlled by the
consumer) values, we can assume that the attacker cannot get access to these
values either. Hence, the attacker cannot change these values directly.
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Proof: Since the line failures only happen inside H, fol-
lowing the definition of the admittance matrix (see Section [II)),
after the attack only the entries of Y43, change. Hence, Y
remains unchanged. [ ]

From Observation [T] and using (I), we have:

YLV =0 = YV = I = Y5V = I
=diag(Vy) Y5 V"™ = diag(Vy;) I
=diag(Vy) Y5 V"™ = S5

=diag(Vy) Y5 Vi +diag(V) Yy, Vil = S5 )

Notice that in (@) all the variables are known after the attack
except V. Define Ej; := — H‘HV;L* —i—diaug;(V;{l)S;2 which
can be computed from the given variables after the attack.
Then, we can separate the real and imaginary parts of

using block matrices as follows:

e vt R e B

One can see that Re(V},) and Im(V},) can be uniquely
recovered, if the matrix on the left hand side of @I) has full
column rank. The following lemma provides the connection
between the rank of that matrix and the topology of the grid.

Lemma 1: If there is a matching between the nodes in H
and H that covers the nodes in #, then the following matrix
has full column rank almost surelyE]

G4 -B
M = | S Hm]
{BHH G

Proof: Suppose U C Ny are the matched nodes which
are in H. Since the matching covers H, thus |U| = |Ny|. To
show that M has full column rank, we show that

_Buﬂ Lo,

Gy n
det(M = det
( U\H) |:B GUl’H

UlH
almost surely. det(Myj3,) can be considered as a polynomial
in terms of the entries of My3, using Leibniz formula. Now
assume U {ui,ug,... ujn, } are matched to Ny =
{v1,v2,..., 07, |} in order. It can be seen that HWHI G2,
and H‘ Nl B2 . are two terms with nonzero coefficient in
det(MWH) Therefore, det(My|4) is a nonzero polynomial
in terms of its entries. Now since the set of roots of a nonzero
polynomial is a measure zero set in the real space, thus
det(Myj3) # 0 almost surely. ]

Corollary 1: If there is a matching between the nodes in H
and H that covers the nodes in H, then V?it can be recovered
almost surely.

B. Line Failures Detection

Assume V}, is successfully recovered using . In this
subsection, using V7, we provide a method to detect the set of
line failures F. In the following lemma, recall that supp(X)
denotes the index set of nonzero entries of vector X.

3Although the admittance values are fixed, since these values are determined
by the physical properties of the lines, they are always accompanied with
precision error. Hence, for a given grid, they can be considered as random
around a mean value.



Lemma 2: There exists a complex vector X € Cl“#| such
that
YV =1, + Dy X, 5)

and supp(X) = F. Moreover, the vector X is unique if, and
only if, D4 has full column rank.

Proof: Without loss of generality assume F =
{l1,1a,...,lx}. Also assume that 0, denotes an all zero
n by 1 vector. It can be seen that Y = Y —
Ddia‘g([yll 2 Yl - - -5 Yl Om—k])DT- Hence,

Y'V' =YV’ — Ddiag([yi,, Y1, - - - » Y1, 0yc)—1)) DTV’
I/ = YV/ - Ddiag([yll,yb, cee 7ylk70|L\—k])DTV/~

Now if we only focus on the rows associated with the nodes
in ‘H and ignore the multiplications by zero, it can been seen
that

Iy =Y V' — Dydiag([Yis, Yiss - - - Yis 01200 —1)) D3 Vi

Hence, vector X := diag([y,, Yz, - - - > Yius 0124 |—k]) D5 VY,
satisfies (5). It can also be seen that only the entries of X that
are associated with the failed lines are nonzero and therefore
supp(X) = F. In order for (5) to have a unique solution, Dy,
should have full column rank. ]

Corollary 2: There exist a real vector X € RI€#| such that

Re{Y},V"*} = Re{diag(V{,) 'Sy} + DuX, (6)

and supp(X) = F. Moreover, the vector X is unique if, and
only if, D4 has full column rank.

Proof: Using (2) and Lemma [2] gives the result. [ |
Corollary [2] indicates that the set of line failures can be
detected by solving a matrix equation, if D4 has full column
rank. The following lemma provides the connection between
the rank of that matrix and the topology of the attacked zone.

Lemma 3: Dy, has full column rank if, and only if, H is
acyclic. Hence, the solution vector X to @ is unique if, and
only if, H is acyclic.

Proof: Tt is known in graph theory that rank(Dy) =
|N3/|—c in which c is the number of connected components of
‘H [34, Theorem 2.3]. Therefore, D4 has linearly independent
columns if and only if £4; = |Ny|— ¢ which means that each
connected component of Dy, is acyclic. The second part is
the direct result of Lemma 2 [ |

Corollary 3: If H is acyclic, then the set of line failures F

can be detected by solving () for X.
Corollary [3| states that the set of line failure can accurately
be detected if H is acyclic. The importance of this result is
in demonstrating that the set of line failures can be efficiently
detected by solving a matrix equation, independently of the
number of line failures.

We can use a similar idea as in [3]] to extend this approach
to the case in which 7 is not acyclic. If we assume that the
set of line failures are sparse compared to the total number of
lines in H, we can detect line failures by finding the solution
of the following optimization problem instead:

minimize || X ||; s.t.
XeRI£#]

Re{Y},V"*} = Re{diag(V{,) 'Sy} + Dy X. (1)

Notice that optimization problem (/) can be solved efficiently
using Linear Programming (LP).

Lemma 4: If ‘H is a cycle and less than half of its edges are
failed, then the solution X to the optimization problem is
unique and supp(X) = F.

Proof: The idea of the proof is similar to the idea used in
the proof in [3, Lemma 4]. Without loss of generality, assume
D4, denotes the incidence matrix of 7 when edges of the cycle
are directed clockwise. Since H is connected, rank(Dy ) =
|N3| — 1 [34] Theorem 2.2]. Therefore, dim(null(D)) = 1.
Suppose 1 € RI“#| is the all one vector. It can be seen that
D1 = 0. Since dim(null(D4)) = 1, span of 1 is the null
space of D. From Lemma [2] there exists a solution X to
such that supp(X) = F. To prove that X is the unique
solution for (7), we prove that Ve € R\{0}, [| X[, < || X —
cl]];. Without loss of generality assume that x1,xs,. .., T
are the nonzero elements of X, in which k = |F|. From the
assumption, we know that k < |£4|/2. Hence,

k
1X — el =3 Jas — o] + (1£x] - k)
i=1

K
= Z(\xz —c|+e]) + (|L3] — 2k)]c]

k k
>3 il + (1Lu] — 2k)[el > D fa| = | X1
=1 i=1

Thus, the solution to (7) is unique and supp(X) = F. [ |

Lemma [4| can be extended to planar graphs similar to the
result for the DC power flows presented in [3, Theorem 2]. The
proof and the argument in [3|] should apply with a very slight
change here as well. To avoid repetition, we do not present a
similar Lemma here.

C. Simultaneous Recovery and Detection

In order to extend our approach to the cases that () does
not have a unique solution, we can solve @) and at the
same time. Therefore, in order to recover the voltages and
detect the line failures at the same time, one needs to solve
the following optimization problem:

X1 s.t.

minimize
XeRIEnl V] eCNnl
Gy uRe(Vyy) — By Im(V3) = Re(Ex)
By uRe(Vy)) + Gy Im(V;)) = —Im(Ey)
Re{Y};,V'*} = Re{diag(Vy},) 'S5} + Dy X.  (8)
However, since V"rla is part of the variables, this optimization
problem is not linear and convex anymoreE] To resolve this

issue, we need to approximate diag(Vy;)~! with a linear
function in terms of V;,. For this, we have:

diag(Vy,) ' =diag(|Vy|) " *(diag(Re(V4,)) —i diag(Im(V},))).

On the other hand, the voltage magnitudes are almost constant
at each node before and after the failure (|V};| ~ [V ]), hence:

diag(Vy,) ™' ~diag(|Vy|)~*(diag(Re(Vy,)) —i diag(Im(V,))).

4This nonlinearity does not appear under the DC power flow model. For
more details see [3].



We can use the approximation above in optimization (8) in
order to relax its nonconvexity. Notice that since optimization
is for the cases in which the solution to (4) is not unique,
and therefore the voltages cannot be recovered uniquely, some
conditions should be placed on the voltages such that the
recovered voltages are near operable conditions. To do so,
we add a convex constraint on the voltage magnitudes of the
nodes in H after the attack as |V}, | < 1.1]1HE]in which 14 is
an all ones vector of size |Ny|. Hence, the following convex
optimization can be used to detect the set of line failures and
recover the voltages when the solution to (@) is not unique:

minimize ‘ 1 X1 s.t.

XeRIEnl vy eCcNu
G“FL\HRG(V?Q) - B’FLl?—lIm(V?iL) = Re(Fyg)
By uRe(Vy)) + Gy Im(V;)) = —Im(Eg)
V7] < 111y
IRe{Y3V"} — diag(|Vs|) ~>diag(Re(V3,)) Py
— diag(|Va|) ~*diag(Im(V3,))Qy — Du X2 <e. (9)

In optimization (9), the e value controls the approximation
accuracy of diag(V;,) ™" using |Vy|. The € value can be tuned
using the confidence of the solution that we will define in
the next subsection. In Section we evaluate the accuracy
of the results obtained by solving the convex optimization
problem (9) as part of the EXPOSE Algorithm.

D. Confidence of the Solution

Once the set of line failures is detected and the voltages
are recovered, one can compute the confidence of the solution
using . Assume YT and VT denote the admittance matrix
of the grid after removing the detected lines and the recovered
voltages after the attack, respectively. If the detection and
recovery are done correctly, then Re{diag(V)*YVT} = P’
and Im{diag(VT)*YV1} = @’. However, if the detection and
recovery are not done correctly, these equalities do not hold.
We can use the difference between the two sides of these
equalities as a measure for the correctness of the solution.

We define cp and cg to denote the confidence of the
solution based on P and () as follows:

cp:=(1—||Re{diag(V)*YVT}—P|o/||P||2)* %100, (10)
cq:=(1—|Tm{diag(V1)*YVT} —Q’|l2/||Q'||l2) T %100, (11)
in which (z)™ := max(0,z). If ¢p,cg ~ 100%, then the

solution is reliable. If not, depending on the cp or ¢ values,
one can see how closely the solution fits the observed data.

E. Noisy Measurements

Although the main focus of this paper is on the information
recovery after an attack when the measurements are noise-free
(which is a reasonable assumption given the new generation
of the PMUs), we briefly describe how some of the techniques
provided in the previous subsections can be extended to noisy

5The 1.1 per unit upper bound on the voltages is to ensure that @) is
feasible. However, it can be replaced by more system specific upper bounds.
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Algorithm 1: EXPress line failure detection using
partially ObSErved information (EXPOSE)

Input: A connected graph G, attacked zone H, V, V7, and
S/
1: if M is full rank then
2:  Solve (4) to recover V3
3 Use the recovered V;; in to find the solution vector X
4: else
5:  Find the solution V3, and X to the optimization @
6
7
8

: Compute F = supp(X)
: Compute the confidence of the solution cp and cg
: return Vj,, F,cp, and cg

scenarios. The noise can also represent the small changes in P’
and @’ that we assumed to remain unchanged after an attack
(see Section [[II-D).

The extension to the cases in which the measurements
are noisy is very straight forward and standard. The equality
constraints @) and (6) that appear also in optimization (9)
when matrix M is not full-rank, should be replaced with the

following relaxed versions,
H |:G7-LH _BH|H:| [Re(Vﬁ)} _ {RG(EH) } H <e

Bﬁm Gﬁm Im(Vﬁ) —Im(Eg)] ll2 ’
|Re{Y5,V'"*} — Re{diag(Vy,) "5} } — DuX|2 < €.

The €¢; and e; can then be tuned using confidence metrics
cp and cq, or they can be considered as part of the objective
function along with || X||; in optimization (9). In the numerical
results section, we only consider noise-free scenarios but
exploring the noisy scenarios in detail is part of our future
work.

V. EXPOSE ALGORITHM

In this section, using the results provided in Section
we introduce the EXPress line failure detection using partially
ObSErved information (EXPOSE) Algorithm. The EXPOSE
Algorithm is summarized in Algorithm [I]

In the first step, the algorithm checks if matrix M is full
rank (i.e., there is a matching between the nodes in H and H
that covers the nodes in H). If yes, it solves () to recover
VJ, and then uses these recovered values in to find the
solution vector X. Else, it finds the solution V7f[ and X to
optimization @]) instead. Then, based on the obtained vector
X, it detects the set of line failures by F = supp(X). Finally,
it computes the confidence of the solution metrics cp and cq
using (IO011) and returns V;,, 7, cp, and cq.

Notice that for solving @), (7), and (9) only the voltages of
the nodes that are at most one hop away from the nodes in H
are required. Hence, not only the running time of the EXPOSE
algorithm is independent of the number of line failures, but
also it is independent of the size of the entire grid. This makes
the EXPOSE Algorithm suitable for detecting line failures in
large networks.

VI. BRUTE FORCE ALGORITHM

In order to compare the performance of the EXPOSE Al-
gorithm with the previous studies that were mostly conducted



Algorithm 2: Brute Force Search (BFS)
Input: A connected graph G, attacked zone H, V, V};, and

1: for Any FT C LH do

2 Compute V' after removing the lines in F' from G
3:  Compute eri = ||Re(VJr V, )||24rHIm(VT Vi)l
4: Select F' = argmingic,, ert

5: return F

IEEE 118-Bus as\s‘gﬂ/ﬁ,, o™,

Fig. 3: An attacked zone used in [4], shown by red nodes, in the
IEEE 118-bus system.

under the DC power flow model, we introduce the Brute
Force Search (BFS) Algorithm for detecting line failures after
the attack. The BFS Algorithm considers all possible line
failure scenarios and returns the most likelihood solution. This
method is the naive version of the approaches used in [3]], [6],
[71, 8], [9] in similar settings to detect line failures given a
partial phase angle measurements under the DC power flow
model.

The idea is to compute the voltages VT for any possible set
of line failures ' C £, and detect the one that is closest to
V;-L as the most likely failure as follows:

]:—argmlnHRe( VI)H2+ HIm( V')||2 (12)

FiCLy

The BFS Algrithm is summarized in Algorithm [2] Notice
that the BFS Algorithm is exponentially slower than the
EXPOSE Algorithm, since it requires to solve the AC power
flow solutions 2/£#| times. Moreover, since it requires to
solve the power flow equations for the entire grid, unlike the
EXPOSE Algorithm, its running time increases polynomially
with the size of the grid.

The main shortcoming of the BFS Algorithm is its in-
tractability for large networks. One way to speed up the BFS
Algorithm is to stop whenever the er+ (as defined in line 3
of the algorithm) is less than a threshold. This may speed up
the process but does not solve the intractability issue.

VII.

While in Section V] we analytically proved that the EX-
POSE Algorithm guarantees to accurately recover the voltages
and detect line failures under some conditions (i.e., matched
and acyclic attacked zones), in this section, we numerically
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Fig. 4: Detected line failures after all possible single line failures
using the EXPOSE Algorithm in (a) the zone shown in Fig. 3] in the
IEEE 118-bus system, and (b) the zone shown in Fig. [2|in the IEEE
300-bus system.
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confirm those results and also evaluate the EXPOSE Algo-
rithm’s performance when those conditions do not hold (i.e.,
general attacked zones).

A. Matched and acyclic attacked zones

As we mentioned in Section to the best of our knowledge,
our work in [4] is the only other method for information
recovery under the AC power flows that can be used to detect
any number of line failures and scales well with the size
of the grid. In [4], we introduced the Convex OPtimization
for Statistical State EStimation (COPSSES) Algorithm and
demonstrated that when the attacked zone is matched and
acyclic (i.e., matrices M and Dy have full column rank), it
can detect line failures with few errors. The COPSSES Algo-
rithm uses a relaxation of the methods introduced in [3|], which
were based on DC power flow equations, for information
recovery under the AC power flow equations. The advantage
of the COPSSES Algorithm is that similar to the EXPOSE
Algorithm, its running time is independent of the number of
line failures.

In order to demonstrate the superiority of the EXPOSE
Algorithm in this case, we compare its performance and
running time to the COPSSES Algorithm in addition to the
BFS Algorithm. For comparison purposes, we consider attacks
on the same zones as considered in [4] within the IEEE 118-
and 300-bus systems. The zones are depicted in Figs. [3| and
respectively.

Recall from subsections [V-Al and [V-B| that when matrices
M and Dy have full column rank, as it is the case here, the
EXPOSE Algorithm can recover the voltages and detect the
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Fig. 6: Average running times of different line failures detection
algorithms versus (a) the total number of line failures in the attacked
zone shown in Fig. @ and (b) the size of the attacked zone as shown
in Fig. in detecting triple line failures.

line failures accurately. Hence, as we expected and can be seen
in Fig. |4} all the single line failures can be exactly detected
using the EXPOSE Algorithm in the selected attacked zones
within the IEEE 118- and 300-bus systems. Notice that the
false positives in failures of lines 6 and 7 as well as 17 and
18 in the IEEE 118-bus system are due to the violation of the
acyclicity of the attacked zone. Lines 6 and 7 (and also 17
and 18) are parallel lines that form a cycle with two nodes.

Moreover, lack of any detections after failures in lines 1 and
15 within that attacked zone in the 300-bus system is due to
the fact that the AC power flows did not have a solution after
those failures. Therefore those cases were not considered in
evaluation of the EXPOSE Algorithm.

We considered up to 7 line failures in the zone depicted
in Fig. In all the cases, as we expected, the EXPOSE
Algorithm could exactly detect the line failures. The BFS
Algorithm could also detect the line failures exactly in those
scenarios. However, as it was shown in [4] and also in Fig. E]
for detecting single line failures, the COPSSES Algorithm may
result in few false positives and negatives in detecting single
line failures (e.g., as can be seen in Fig. @} lines 6, 8, and
10 are detected to be equally probable to be failed based on
the COPSSES Algorithm after a failure in line 10), and more
false positives and negatives as the number of line failures
increases.

Fig.[6(a)] compares the running times of the three algorithms
in detecting line failures versus the number of line failures.
As can be seen, since the running times of the EXPOSE and
COPSSES Algorithms are independent of the number of line
failures, they both provide a constant running time as the
number of line failures increases. Moreover, since both rely on
solving an LP for detecting line failures, they are both easy to
implement. However, as can be seen, the running time of the
BFS Algorithm increases exponentially as the total number of
line failures increases.

Overall, when the attacked zone is matched and acyclic, the
EXPOSE Algorithm detects line failures as accurately as the
BFS Algorithm, but exponentially faster.

B. General attacked zones

In order to evaluate the performance of the EXPOSE
Algorithm as the attacked zone becomes larger and topologi-
cally more complex, in this subsection, we consider 5 nested
attacked zones as depicted in Fig. We refer to the nodes
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Fig. 7: Nested attacked zones in the IEEE 300-bus system. (a) Nodes
corresponding to different levels are shown in different colors, and
(b) the rank deficit in the attacked zones in different levels.

that are added to the attacked zone at the i*" step by the level
7 nodes. The level ¢ attacked zone is an attacked zone that
consists of all the nodes in levels 1 to <.

As we proved in Section and briefly showed in Sub-
section when matrices M and D3 have full column
rank, then the EXPOSE Algorithm can recover the voltages
and detect the line failures accurately. In order to demonstrate
the distance of the topological properties of an attacked zone
to these conditions, we define Ay, and 4 as follows:

Ay = 2ng — rank(M),
Yo = my — rank(Dy).

It can be verified that when matrices M and D have full
column rank, then Ay = 0 and vy = 0, respectively. Hence,
Ay and v indicate the rank deficit of matrices M and Dy.

Fig. shows the Ay and 73 values for the different
attacked zone levels. As can be seen, both values grow
significantly in level 4 and level 5 attacked zones. This means
that the data outside of the attacked zone is very insufficient
to accurately detect the line failures based on the EXPOSE
Algorithm in those levels.

First, in order to show the advantage of the EXPOSE
Algorithm over brute force type algorithms, in Fig. [6(b)] we
compare the increase in the running times of the BFS and
the EXPOSE Algorithms in detecting triple line failures as
the number of nodes and lines increases in different levels.
As can be seen in Fig. [6(b)] the running time of the BFS
Algorithm exponentially increases with the size of the attacked
zone whereas that of the EXPOSE Algorithm only slightly
increases. This along with Fig. clearly indicates that the
BFS Algorithm (and algorithms with similar approaches) do
not scale well with the size of the attacked zone and the
number of line failures.

In order to evaluate the performance of the EXPOSE Algo-
rithm, we consider all single, double, and triple line failures
in the nested zones. The results are presented in Fig.

The average number of false negatives and positives in
detecting line failures in different attacked zone levels for
all single, double, and triple line failures are presented in
Figs. [B(a)] and [8(b)] As expected, for the level 1 attacked
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Fig. 8: The EXPOSE Algorithm’s performance after all single,
double, and triple line failures versus the size of the attacked zone as
shown in Fig. (a) Average number of false negatives, (b) average
number of false positives, (c) average percentage error in recovered
voltage magnitudes, (d) average percentage error in recovered voltage
phase angles, (e) average confidence of the solutions (cp), and (f)
average confidence of the solutions (cq).

zone, there are no false negatives or positive. For the level
2 attacked zone also, although D4, does not have full column
rank (see Fig. [7(b)), the EXPOSE Algorithm can still detect
the line failures accurately. However, as the attacked zone
becomes larger in higher levels, and Ay and 74 increase, the
EXPOSE Algorithm results in false positives and negatives.
An important observation here is that the EXPOSE Algorithm
results on average in more false positives than negatives. This
is a good characteristic of the EXPOSE Algorithm, since it
means that by having an extra brute force search step on the
detected line failures set, one can reduce the number of false
positives significantly.

The average error in recovered voltages in different attacked
zone levels using the EXPOSE Algorithm for all single,
double, and triple line failures are presented in Figs. and
As can be seen, similar to the line failures detection, the
EXPOSE Algorithm recovers the voltages accurately for the
level 1 and level 2 attacked zones. Moreover, for the level 3

and level 4 attacked zones, the EXPOSE Algorithm recovers
the voltage magnitudes and phase angles with less than 15%
and 10% error, respectively. However, for the level 5 attacked
zone, since Ay is too high (see Fig. [7(b)), the EXPOSE Al-
gorithm results in around 30% and 40% error in the recovered
voltage magnitudes and phase angles, respectively.

Finally, the ¢p and cg metrics introduced in subsection
can be used to determine the confidence of the solutions ob-
tained by the EXPOSE Algorithm. As can be seen in Figs. [8(e)|
and [B(f)} the cp and cq values are directly correlated with the
errors in voltages and number of false negatives. Hence, these
values can effectively be used to compute the confidence of
the solution obtained by the EXPOSE Algorithm. Notice that
cq is more sensitive than the cp. Therefore, cg can be used
as the upper bound for the error and cp can be used as the
lower bound.

We did not evaluate the performance of the BFS Algorithm
here due to its very high running time (see Fig.[6(b)). However,
we expect that the BFS Algorithm could detect the line failures
and recover the voltages with almost no error. Despite its
accuracy, the BFS Algorithm is impractical for line failures
detection in large networks. As we showed in this section,
the EXPOSE Algorithm can provide relatively accurate results
exponentially faster than the BFS Algorithm.

VIII. CONCLUSION

We studied cyber-physical attacks on power grids under the
AC power flows. We leveraged the algebraic properties of the
AC power flows to develop the EXPOSE Algorithm for detect-
ing line failures and recovering the voltages after the attack.
We analytically proved that if the attacked zone has certain
topological properties, the EXPOSE Algorithm can accurately
recover the information. We also numerically demonstrated
that in more complex attacked zones, it can still recover the
information approximately well. The main advantages of the
EXPOSE Algorithm are that its running time is independent
of the size of the grid and number of line failures, and that it
provides accurate information recovery under some conditions
on the attacked zone. Moreover, it approximately recovers the
information and provides the confidence of the solution when
these conditions do not hold.

The results provided in this paper can be further used in dif-
ferent contexts as well. For example, the EXPOSE Algorithm
can be used to detect line failures when measurement devices
are scarce and not ubiquitous. Moreover, the conditions on the
attacked zone such that the EXPOSE Algorithm can accurately
detect the line failures and recover the voltages, can be used
for optimal placement of measurement devices in the grid.

Despite its strengths, the EXPOSE Algorithm requires that
the power system converges to a stable state after an attack.
However, as the number of line failures increases, such an
assumption may rarely hold. Therefore, the dynamics of the
system after an attack should also be considered for an
effective detection mechanism. Due to its complexity, studying
the system’s dynamics after an attack is a very challenging
task. Hence, exploring this and other directions is part of our
future work.
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