First Field Demonstration of Automatic WDM Optical Path Provisioning over Alien Access Links for Data Center Exchange
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Abstract We demonstrated under six minutes automatic provisioning of optical paths over field-deployed alien access links and WDM carrier links using commercial-grade ROADMs, whitebox muxponders, and multi-vendor transceivers. With channel probing, transfer learning, and Gaussian noise model, we achieved an estimation error (Q-factor) below 0.7 dB. ©2023 The Author(s)

Introduction

With the emergence of technologies like AI and private 5G, the demand for computing resources has rapidly grown, expanding data center (DC) footprints. To provide low-latency edge services, overcome limitations in regional power generation, and increase the robustness to natural disasters, new DCs need to be geographically distributed, resulting in a rapidly rising market for data center interconnects (DCI). To satisfy the evolving user and service demands, there have been discussions on providing data center exchange (DCX) services that offer flexible and on-demand interconnections among geographically distributed DCs using WDM optical paths and multi-vendor transceivers. Realizing these DCX services requires the automation of WDM optical path provisioning that can estimate the quality of transmission (QoT) and accordingly configure transceivers servicing carrier links (CLs) and unknown user access links, or alien access links (AALs).

A few provisioning methods have been proposed under unknown link parameters. One study proposed a channel-probing method and demonstrated excellent QoT estimation accuracy with field fibers in the context of optical spectrum as a service, which promising for DCX in that it connects CLs and AALs whose parameters are unknown. However, this approach did not address the challenges of real time automation. Another study proposed an architecture and protocol that enables the carrier to automatically provision an optical path under unknown AAL parameters. The proposed method quickly provisions an optical path by leveraging an analytical fiber propagation model. However, it was limited to laboratory experiments and single-wavelength transmission.

This paper demonstrates, for the first time, automatic WDM optical path provisioning over field-deployed AALs with multi-vendor transceivers. A channel probing method gauges the QoT for a particular WDM setting. Based on the probed result, the QoTs for various WDM settings are estimated using a transfer-learning technique that predicts complex amplifier gain profiles and an open-source planning tool, GNPy, to compute transmission impairments based on an approximate analytical fiber propagation model. A field demonstration emulating DCX was conducted with Open ROADM compliant transceivers of different vendors in combination with commercial-grade reconfigurable optical add-drop multiplexer (ROADM) units. We successfully provisioned WDM optical paths on-demand at the maximum achievable bit rate along with dozens of other wavelengths in under six minutes with less than 0.7 dB Q-factor estimation error, despite unknown AAL parameters.

Field Trial Setup and Experiment Scenario

Figs. 1(a) and (b) show the field trial setup using the COSMOS testbed, a city-scale programmable testbed deployed in Harlem, NYC. The COSMOS testbed provides a programmable optical networking environment, including optical space switches, Lumentum ROADM-20 units, and Manhattan dark fibers. Two dark fiber routes were used: a 32 km loop-back field fiber route between Columbia University and a colocation data center at 32 Avenue of the Americas and an 8 km loop-back field fiber route between Columbia University and the City College of New York. We deploy whitebox muxponders, which comply with Telecom Infra Project’s (TIP’s) Phoenix requirements, and installed NEC’s network operating system (NOS) which is based on the TIP Goldstone NOS. These muxponders utilize Open ROADM compliant 400G CFP2-DCO pluggable transceivers from Fujitsu Optical Components and Lumentum.

We built a transmission system similar to the DCX environment that consists of two user sites (site1 and site2), two AALs (AAL1 and AAL2), and two CLs (short and detour) (Figs. 1[b]). Both user sites have a muxponder that connects to an
AAL. The first AAL, AAL1, consists of a ROADM and 32 km field fiber and curves to a CL. The second AAL, AAL2, consists of a ROADM and 8 km field fiber. The short and detour CLs have different length and losses for different link conditions, with a total of 25 WDM background channels inserted to emulate existing in-service channels (Fig. 1(c)). Two muxponders are placed at the boundaries between AAL and CL for pre-FEC BER probing measurements.

Our aim is to automatically provision the optical path between the user sites with the requested capacity without human intervention within 10 minutes under the following five assumptions. (1) The AAL link parameters are unknown (fiber type, length, loss, dispersion, etc.). The carrier knows the CL’s link parameters. (2) The user knows the transceiver characteristics: the implemented operational modes and back-to-back (B2B) BER-OSNR curves, but the carrier does not. (3) The user and carrier are allowed to probe the links, using only the dedicated edge channel, to avoid interference with existing in-service channels. In this study, the dedicated probe channel is 191.5 THz, \( \lambda_0 \), at the edge of the C-band. (4) CL route and available channels are given in advance. In this study, the route is either short or detour. The available channels are 192.1 THz, \( \lambda_a \), and 194.6 THz, \( \lambda_c \). The first channel, \( \lambda_a \), is located outside of the background channels, while the second one, \( \lambda_c \), is situated inside for different channel conditions (Fig. 1(c)). (5) The user and carrier have a pre-established secure channel to exchange control information.

**Automatic Provisioning Method**

We implemented the controller for automatic WDM path provisioning (Fig. 1(b)). This controller interacts with the muxponders in user sites and carrier boundaries through the pre-established secure channel using gRPC. Although we used multi-vendor transceivers, the controller can interact with them in a vendor-agnostic manner thanks to the Transponder Abstraction Interface. This controller receives a path request, gathers transceiver characteristics, measures the BER of each link via the probe channel \( \lambda_a \), estimates end-to-end (E2E) GSNR of available channels \( \lambda_a \) and \( \lambda_c \), and selects and applies the best operational mode to the muxponders (Fig. 2).

First, upon receipt of a path request consisting of two endpoints and transmission capacity, e.g., site1 and site2 with 40G, the controller gathers JSON-formatted transceiver characteristics. These JSON files contain implemented operational modes and B2B BER-OSNR curves.

Then, the controller interacts with the four muxponders to measure the BER of the two AALs (AAL1 and AAL2) and the CL (short or detour) using the probe channel \( \lambda_a \). We configure the ROADMs in advance so that the probe signal was added and dropped at the boundaries of each link. Together with B2B BER-OSNR curves, the controller converts the measured BER to the GSNR of AALs and CL for the probe channel \( \lambda_a \).

Next, the controller estimates E2E GSNR of available channels \( \lambda_b \) and \( \lambda_c \). We employ the additive white Gaussian noise channel model, so the E2E GSNR \( \text{GSNR}_{\text{E2E}} \) of an arbitrary channel \( \zeta \) can be represented by each link’s GSNR as

\[
\text{GSNR}_{\text{E2E}}(\zeta)^{-1} = \sum_{i=0}^{d} \text{GSNR}_i(\zeta)^{-1}
\]

where \( \text{GSNR}_0, \text{GSNR}_1, \text{GSNR}_2 \) are GSNR of CL, AAL1, AAL2, respectively. We can approximate \( \text{GSNR}_1(\zeta) \) and \( \text{GSNR}_2(\zeta) \) with the probed ones, \( \text{GSNR}_1(\lambda_a) \) and \( \text{GSNR}_2(\lambda_a) \), because the AALs have a limited number of channels and are relatively short. Conversely, the CL has dozens of WDM channels and is relatively long in the detour route. So we need to estimate GSNR by combining the QoT estimation and EDFA profile estimation methods, described as follows. Assuming the simple additive model of the GSNR:

\[
\text{GSNR}(\zeta) = \text{GSNR}(\lambda_a) + \text{GSNR}(\lambda_b) + \text{GSNR}(\lambda_c)
\]

The GSNR of the CL can be estimated by subtracting the GSNR of the AALs:

\[
\text{GSNR}_\text{CL}(\zeta) = \text{GSNR}_\text{CL}(\lambda_a) = \text{GSNR}_\text{CL}(\lambda_b) + \text{GSNR}_\text{CL}(\lambda_c)
\]

where \( \text{GSNR}_\text{CL}(\lambda_0) \) is the GSNR of the CL channel at wavelength \( \lambda_0 \).

The GSNR of the AALs can be estimated by subtracting the GSNR of the CL:

\[
\text{GSNR}_\text{AAL}(\zeta) = \text{GSNR}_\text{AAL}(\lambda_a) = \text{GSNR}_\text{AAL}(\lambda_b) + \text{GSNR}_\text{AAL}(\lambda_c)
\]

Finally, the GSNR of the AALs can be estimated by subtracting the GSNR of the CL:

\[
\text{GSNR}_\text{AAL}(\zeta) = \text{GSNR}_\text{AAL}(\lambda_a) = \text{GSNR}_\text{AAL}(\lambda_b) + \text{GSNR}_\text{AAL}(\lambda_c)
\]

...
Thus, we can estimate \( \text{SNR} \) are the SNR values for ASE and NLI noises, respectively. Both \( \text{SNR}_{\text{ASE}} \) and \( \text{SNR}_{\text{NLI}} \) can be estimated via a QoT estimation tool like GNPy\(^\text{[8]}\). Thus, we can estimate \( \text{GSNR}_{\text{0}}(\zeta) \) as

\[
\text{GSNR}_{\text{0}}(\lambda_0) = \frac{\text{SNR}_{\text{ASE}}(\lambda_0)^{-1} + \text{SNR}_{\text{NLI}}(\lambda_0)^{-1}}{\text{SNR}_{\text{ASE}}(\zeta)^{-1} + \text{SNR}_{\text{NLI}}(\zeta)^{-1}}
\]

from the measured \( \text{GSNR}_{\text{0}}(\lambda_0) \) and estimated \( \text{SNR}_{\text{ASE}} \) and \( \text{SNR}_{\text{NLI}} \) by using GNPy. Note that since the EDFA gain profile, which affects \( \text{SNR}_{\text{ASE}} \) and \( \text{SNR}_{\text{NLI}} \), depends on the WDM configuration, we estimated the gain ripple profile using a pre-trained model by the transfer learning\(^\text{[8]}\) and input it to GNPy in the estimation process. The GNPy estimation used the following parameters: fiber loss is 0.22 dB/km; chromatic dispersion is 16.7 ps/nm/km; fiber nonlinearity is 1.27 W\(^{-1}\)/km; link losses of the short and detour are respectively 13.3 dB and 36.4 dB; noise figures of the booster and pre-amplifier are respectively 5.9 dB and 7.6 dB. The link losses were measured directly and other parameter values were taken from data sheets.

Then, after estimating \( \text{GSNR}_{\text{E2E}}(\lambda_0) \) and \( \text{GSNR}_{\text{E2E}}(\lambda_c) \), the controller seeks the path configurations that uses the fewest channels that satisfy the following two conditions. (i) Total capacity of the paths matches the user request, e.g., 400G. (ii) All paths have at least 3 dB GSNR margin to the FEC limit, e.g., \( 2.0 \times 10^{-2} \) BER for oFEC. This GSNR margin is calculated based on the B2B BER-GSNR curve of the receiver.

Finally, the controller applies the selected mode to the muxponders and measures the BER to ensure that the secured margin is at least 3 dB.

**Results**

We first measured the B2B BER-GSNR and computed the fitting curves\(^\text{[9]}\) for the BER-GSNR conversion and GSNR margin calculations. Fig. 3 shows the results of the receiver at site2. The other results are similar and were omitted. The fitting curves agree well with the measured points, and the fitting error in Q-factor is around 0.1 dB.

We set the user-requested capacity to 400G for short and detour routes. Tab. 1 shows the measured BER and converted GSNR (dB) for AALs and CL. Combining these measured GSNR values and transfer learning, our controller estimated E2E GSNR and provisioned the optical paths (Tab. 2). As for the short route, our controller successfully selected the single 400G DP-16QAM path using \( \lambda_0 \) with a 5.2 dB secured GSNR margin. As for the detour route, our controller also successfully selected the two 200G DP-QPSK paths using \( \lambda_0 \) and \( \lambda_c \) since 400G DP-16QAM is not error-free due to the low E2E GSNR. The secured margins for these two paths were 5.1 dB and 4.9 dB. In all cases, the differences between the estimated and measured Q-factor (BER) were less than 0.7 dB.

**Conclusion**

We have provided the first demonstration of automatic provisioning of optical paths over field-deployed AALs and WDM CLs using commercial-grade ROADMs, whitebox muxponders, and multi-vendor transceivers. The achieved performance (under six minutes with less than 0.7 dB QoT estimation error) represents a fundamental milestone towards the creation of automated DCX services.
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