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Abstract—Full-duplex (FD) wireless can significantly enhance
spectrum efficiency but requires effective self-interference (SI)
cancellers. RF SI cancellation (SIC) via frequency-domain equal-
ization (FDE), where bandpass filters channelize the SI, is suited
for integrated circuits (ICs). In this paper, we explore the limits
and higher layer challenges associated with using such cancellers.
We evaluate the performance of a custom FDE-based canceller
using two testbeds; one with mobile FD radios and the other
with upgraded, static FD radios in the PAWR COSMOS testbed.
The latter is a lasting artifact for the research community,
alongside a dataset containing baseband waveforms captured on
the COSMOS FD radios, facilitating FD-related experimentation
at the higher networking layers. We evaluate the performance
of the FDE-based FD radios in both testbeds, with experiments
showing 95 dB overall achieved SIC (52 dB from RF SIC) across
20 MHz bandwidth. We conduct network-level experiments for
(i) uplink-downlink networks with inter-user interference, and
(ii) heterogeneous networks with half-duplex and FD users,
showing FD gains of 1.14×–1.25× and 1.25×–1.73×, respectively,
confirming analytical results. We also evaluate the performance
of an FD jammer-receiver, demonstrating a strong dependence
on relative transmit power levels and modulation schemes.

Index Terms—Full-duplex wireless, frequency-domain equal-
ization, self-interference cancellation, software-defined radios,
wireless experimentation testbeds

I. INTRODUCTION

Full-duplex (FD) wireless – simultaneous transmission and
reception on the same frequency channel – can significantly
improve spectrum efficiency at the physical (PHY) layer and
provide many other benefits at the higher layers [2]–[4].
The main challenge associated with FD is the extremely
strong self-interference (SI) signal that needs to be suppressed,
requiring 80–110 dB of SI cancellation (SIC).

Prior work leveraging off-the-shelf components and
software-defined radios (SDRs) has established the feasibility
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Fig. 1: (a) The frequency-domain equalization- (FDE-) based wideband RF
canceller implemented using discrete components on a printed circuit board
(PCB), (b) the implemented FDE-based mobile full-duplex (FD) radio, and (c)
the mobile testbed consisting of an FD base station (BS) and 2 users mounted
on carts that can operate in either half-duplex (HD) or FD mode [1].

(a) (b)
Fig. 2: Integration of the FDE-based FD radios in COSMOS Sandbox 2.
(a) labelled diagram of the “canceller box”, showing the various system
components. (b) Two out of the four canceller boxes mounted in the testbed.

of FD wireless through SI suppression at the antenna interface,
and SIC in analog/RF and digital domains [5]–[9]. However,
RF cancellers achieving wideband SIC at sub-6 GHz operating
frequencies (e.g., [7], [8]) commonly rely on transmission-line
delays, which cannot be realized in small-form-factor nodes
and/or integrated circuits (ICs) due to the required length for
generating nanosecond-scale time delays and the lossy nature
of the silicon substrate.1

A compact IC-based design is necessary for supporting
FD in hand-held devices (e.g., handsets and tablets) [3], [9]–
[14]. In this paper, we focus on the FDE method initially
presented in [11], which in contrast to the delay line-based
approaches that essentially perform time-domain equalization,
utilizes tunable, reconfigurable, high quality factor 2nd-order

1For instance, obtaining a nanosecond delay in silicon typically requires a
15 cm-long delay line.
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bandpass filters (BPFs) with amplitude and phase controls to
emulate the frequency-selective antenna interface. In general,
tunable BPFs with high quality factors can be as hard to
implement on an IC as nanosecond-scale delay lines; recent
advances in N -path filters [15] has simplified such designs.

While major advances have been made at the RFIC level,
existing work has several limitations: (i) the limits of achiev-
able RF SIC for FDE-based FD systems have not been fully
understood, (ii) RF canceller configuration schemes need to
be developed in order to achieve optimized and adaptive
RF SIC in real-world environments, and (iii) the system-
level performance of such IC-based FD radios has not been
evaluated in different network settings. Therefore, in this paper
we focus on the evaluation of FDE-based RF cancellers in two
experimental testbeds: a lab-based mobile FD testbed (Fig. 1)
and the COSMOS FD testbed (Fig. 2).

As interfacing an RFIC canceller to an SDR presents
numerous technical challenges, we design and implement two
iterations of a printed circuit board (PCB) emulation of the
FDE-based RFIC canceller presented in [11] using discrete
components. The first iteration of the PCB canceller appears
in the mobile FD radios shown in Fig. 1. The second, more
robust iteration of the PCB canceller has been integrated in the
PAWR COSMOS testbed [16], shown in Fig. 2. The COSMOS
FD radios are intended to be a lasting artifact for the research
community, as they are openly and remotely accessible for use
in FD experimentation [17].

The COSMOS FD testbed improves on the first such effort
by the Columbia FlexICoN project [18] using the ORBIT
testbed [19]. Specifically, the COSMOS FD testbed contains
four FDE-based FD radios operating at 4× the bandwidth as
ORBIT’s single narrowband FD radio [20]. The COSMOS
FD testbed has been improved from its prior iteration [19]
through the uniform use of higher performance SDRs for each
FD radio and integration with the COSMOS servers, which
provide significantly greater compute capability. Additionally,
we provide a publicly available dataset containing baseband
I/Q samples for OFDM-modulated packets.

We create the FDE-based FD radios for each testbed by
integrating the PCB canceller with an SDR, as depicted in
Figs. 1(b) and 2(b). Both the mobile and COSMOS FD
radios achieve 85–95 dB overall SIC across 20 MHz real-
time bandwidth, enabling an FD link budget of 0–10 dBm
average TX power level and −85 dBm RX noise floor. In
particular, up to 52 dB RF SIC is achieved, from which 20 dB
is obtained from the antenna interface isolation. We present a
realistic model of the PCB canceller, and use it to develop
a configuration scheme based on an optimization problem
for the mobile FD radios, allowing efficient adaption of the
canceller to environmental changes. The PCB canceller model
is experimentally validated and is shown to have high accuracy.

Using both testbeds, we extensively evaluate the network-
level FD gain and confirm analytical results in two types
of networks: (i) UL-DL networks consisting of one FD base
station (BS) and two half-duplex (HD) users with inter-user
interference (IUI), and (ii) heterogeneous HD-FD networks
consisting of one FD BS and co-existing HD and FD users.
For the UL-DL network on the mobile testbed, we show an

empirical throughput gain between 1.14×–1.25× compared to
1.22×–1.30× predicted by analysis. For heterogeneous HD-
FD networks, we demonstrate the impact of different user
SNR values and the number of FD users on both the FD gain
and throughput fairness. For example, in a 4-node network
consisting of an FD BS and 3 users with various user SNR
values, the median network throughout can be improved by
1.25× and 1.52× when one and two users become FD-capable,
respectively. The COSMOS FD testbed provides very similar
results for these two types of networks under appropriately
defined experimental conditions.

To the best of our knowledge, this is the first experimental
study of FDE-based FD radios in such networks using testbeds
comprised of both HD and FD radios. The results demonstrate
the practicality and validate the performance of FDE-based FD
radios, which are suitable for small-form-factor devices. The
presented results, as well as openly-accessible COSMOS FD
radios, can also serve as building blocks for developing higher
layer (e.g. MAC) protocols.

To summarize, the main contributions of the paper are:
1. We present the design, implementation, modeling, and

validation of the FDE-based PCB canceller, as well as an
optimized canceller configuration scheme;

2. We experimentally evaluate the FD throughput gain using
the FDE-based FD radios in various network settings with
different user duplexing and SNR values.

3. We provide the open-access COSMOS FD testbed as a
lasting research artifact supporting experimentation with
FD wireless based on the principle of FDE, suitable for
small form-factor implementations.

The rest of the paper is organized as follows. Section II
reviews related work. In Section III, we present the design,
implementation, and model of the FDE-based PCB canceller,
as well as the optimized canceller configuration scheme. We
evaluate the performance of FD radios equipped with the FDE
PCB cancellers in a mobile testbed in Section IV and in
the static COSMOS testbed in Section V. We also provide
information about the publicly available RF SIC waveform
dataset in Section V. Lastly, we conclude and discuss future
directions in Section VI.

II. RELATED WORK

Extensive research related to FD wireless is summarized
in [2], [9], [21], [22], including implementations of FD radios
and systems, analysis of rate gains, and resource allocation at
the higher layers. Below, we briefly review the related work.
RF canceller and FD radio designs. RF SIC typically
involves two stages: (i) isolation at the antenna interface,
and (ii) SIC in the RF domain using cancellation circuitry.
While a separate TX/RX antenna pair can provide good
isolation and can be used to achieve cancellation [5], [23]–
[25], a shared antenna interface such as a circulator is more
appropriate for single-antenna implementations [7], [26] and
is compatible with FD MIMO systems. Existing designs of
analog/RF SIC circuitry are mostly based on a time-domain
interpolation approach [7], [8], [27], [28]. Several FD MIMO
radio designs based on this approach are presented [25], [29]–
[32]. FD relays have also been successfully demonstrated
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Fig. 3: Block diagram of an FD radio [1].

in [33], [34]. Moreover, SIC can be achieved via digital/analog
beamforming in FD massive-antenna systems [35], [36]. The
techniques utilized in these works, especially those relying
on fixed time delays implemented with physical delay lines,
are typically incompatible with IC implementations required
for small-form-factor devices. In this paper, we focus on an
FDE-based canceller design suitable for implementation on
an IC, and build on our previous work towards the design
of such [11]. We additionally note that existing IC-based FD
radios (e.g., [11], [13], [14]) have not been evaluated at the
system-level in different network settings. FD has been studied
in the context of millimeter-wave radios, with SIC performed
across antenna, RF, and digital domains [37]–[39]. Lastly,
the benefits of FD to beyond-5G and 6G networks has been
explored [40], [41].
FD gain at the link- and network-level. At the higher
layers, recent work focuses on characterizing the capacity
region and rate gains, as well as developing resource allo-
cation algorithms under both perfect [42], [43] and imperfect
SIC [44]–[46], as well as various levels of available channel
state information [47]. Similar problems are considered in FD
multi-antenna/MIMO systems [35], [48]–[51]. Medium access
control (MAC) algorithms are studied in networks with all HD
users [52], with all FD users [53], or with heterogeneous HD
and FD users [54]. Moreover, network-level FD gain is ana-
lyzed in [23], [55]–[57] and experimentally evaluated in [24],
[58] where all the users are HD or FD. [59] proposes a FD
MAC algorithm that uses an out-of-band control plane, with
data transmitted at 60 GHz mmWave. Finally, [60] proposes
a scheme to suppress IUI using an emulated FD radio. FD
also facilitates different applications including improved PHY
layer security [61] and localization [62].

To the best of our knowledge, this is the first thorough study
of wideband RF SIC achieved via a frequency-domain-based
approach (which is suitable for compact implementations)
that is grounded in real-world implementation and includes
extensive system- and network-level experimentation.

III. DESIGN OF THE FDE-BASED FD RADIOS

In this section, we first briefly provide an overview of FD,
including the design requirements and transceiver architecture.
We then describe the FDE principle of operation, present the
design of the FDE-based RF canceller, and provide an analyt-
ical model with which we derive an optimization problem to
solve for the ideal RF canceller configuration parameters.

HSI(f)

HiFDE(f), i = 1, 2

HFDE(f)

(a)

Decreasing Ai Increasing fc,i Increasing Qi

Increasing fi

(b)
Fig. 4: (a) Block diagram of an FDE-based RF canceller with M = 2
FDE taps, and (b) illustration of amplitude and phase responses of an ideal
2nd-order bandpass filter (BPF) with amplitude, phase, center frequency, and
quality factor (i.e., group delay) controls [1].

A. FD Radio Overview

As outlined in Section I, the primary challenge that must be
solved when designing an FD radio is the elimination of SI.
Typically, this involves implementing sufficient SIC such that
the residual SI is as close to the noise floor of the radio as
possible. In practise, this involves a total SIC of 80–110 dB,
depending on the transmit power and signal bandwidth.

The total SIC is achieved across multiple stages, or domains.
This involves SIC at the antenna interface, on the received RF
signal, and (if necessary) on the received baseband signal. In
this work, we use an FD radio architecture shown in Fig. 3,
which depicts a block diagram of a single-antenna FD radio
using a circulator at the antenna interface, an RF SI canceller,
and a digital baseband cancellation scheme. Throughout the
remainder of this paper, we will use the term RF SIC to refer
to the sum of antenna interface isolation and SIC provided by
the RF SI canceller, and digital SIC to refer to additional SI
cancellation on the digitized RX baseband data stream. We
note that alternative antenna interfaces may be used [9], [37],
and analog baseband cancellation is another domain that can
be leveraged to achieve SIC [63].

B. Design of the FDE-based PCB RF Canceller

A radio receiver’s dynamic range will not permit the
reception of SI without saturation of the receiver, which
is significantly more powerful than signals of interest from
other transmitters. Most commercial off-the-shelf magnetic
circulators provide 15–20 dB of TX-RX isolation, which may
protect the RX from excessive signal power but is insufficient
to prevent saturation. In order to bring the SI down into the
RX dynamic range, additional SIC is required on the RF signal
before it reaches the LNA of the RX, as shown in Fig. 3. This
is the purpose of the RF SI canceller.

We focus on the FDE-based RF SI canceller design origi-
nally presented in [11] as an RFIC. We emulate the RFIC on a
PCB using discrete components, henceforth referred to as the
PCB canceller. Recall that the motivation is to facilitate inter-
facing with an SDR platform, experimentation with FD at the
link/network level, and integration with open-access wireless
testbeds. A robust hardware design is therefore desirable, and
the PCB canceller achieves this while overcoming challenges
with interfacing a highly experimental RFIC with an SDR and
still permitting an evaluation of the FDE-based design.

Fig. 1(a) and Fig. 4(a) show the implementation and block
diagram of the PCB canceller with two FDE taps. Following
Fig. 4(a) from left-to-right, first a reference signal is coupled
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from the circulator TX port and is then split to the two FDE
taps through a Wilkinson power divider. Both FDE taps are
identical, and consist of an attenuator, a second-order bandpass
filter (BPF), and a phase shifter. Lastly, the two FDE taps
are then combined after the phase shifters, and this combined
signal is added at the circulator RX port.

Unlike the RFIC implementation, which uses an N -path
design, the PCB BPF is implemented as an RLC tank, as
shown in Fig. 5. The PCB BPF is matched to the attenuator and
phase shifter through two identical impedance transformation
networks and transmission lines with Z0 = 50Ω characteristic
impedance around the target 900–915 MHz frequency band
of the PCB canceller. This is within the Region 2 902–
928 MHz ISM band, but we note that this canceller design
can be extended to other bands (e.g. 2.4 GHz) with appropriate
adjustment to the frequency-sensitive components.

The center frequency of the PCB BPF in the ith FDE tap
is adjusted through the capacitor CF,i in the RLC tank as
shown in Figure 5. In order to achieve a high and adjustable
BPF quality factor, another variable capacitance CQ,i within
the left and right impedance transformation networks can be
adjusted. Fig. 4(b) demonstrates the effect of varying these
two capacitance values on the center frequency and quality
factor of the PCB BPF. The adjustable attenuator and phase
shifter provide additional shaping of the PCB BPF response.

Compared to the N -path filter used in the RFIC can-
celler [11] that has constant DC power draw, the PCB BPF
has zero DC power consumption. It also supports higher TX
power levels and has a lower noise figure, providing additional
benefit when interfacing the PCB canceller with an SDR.

C. PCB Canceller Model
The RFIC FDE canceller implementation based on N -

path filters has the frequency response H I(f) given in Eq. 1
below [11], equivalent to the response of a combined bank of
M 2nd-order BPFs:

H I(f) =
M∑
i=1

H I
i(f) =

M∑
i=1

AI
i · e−jϕI

i

1− jQi · (fc,i/f − f/fc,i)
. (1)

Ideally, the PCB BPF would also have a 2nd-order BPF
frequency response from the RLC tank. However, in practical
implementation, its response deviates from the FDE-based
RFIC canceller (1), and a more precise model is required to
develop an optimization problem for the configurable PCB
values. Based on the circuit diagram in Fig. 5, we derive a
realistic model for the frequency response of the PCB BPF,
HB

i (f), given by Eq. 2.

HB
i (f) =R−1

s

[
j sin(2βl)Z0YF,i(f)YQ,i(f)

+ cos2(βl)YF,i(f) + 2 cos(2βl)YQ,i(f)

+ j sin(2βl)/Z0 + 0.5j sin(2βl)Z0(YQ,i(f))
2

− sin2(βl)Z2
0YF,i(f)(YQ,i(f))

2
]−1

, (2)

where YF,i(f) and YQ,i(f) are the admittance of the RLC
resonance tank and impedance transformation networks, i.e.,

YF,i(f) = 1/RF + j2πCF,if + 1/(j2πLFf),

YQ,i(f) = 1/RQ + j2πCQ,if + 1/(j2πLQf).
(3)

(RQ) (RQ)

PCB Bandpass Filter (BPF)

Fig. 5: Block diagram of the implemented 2 FDE taps in the PCB canceller
(see Fig. 4(a)), each of which consists of an RLC bandpass filter (BPF), an
attenuator for amplitude control, and a phase shifter for phase control [1].

RS and RL are set to the same value of RQ = 50Ω to match
the source and load impedances of the RLC resonance tank
(see Fig. 5). The implemented PCB BF transmission line (see
Fig. 5) has phase βl = 1.37 rad and characteristic impedance
Z0 = 50Ω. Fixed inductance values of LF = 1.65 nH and
LQ = 2.85 nH are provided by a discrete component and
shorted stub line, respectively. The variable capacitance CF

has a constant component of 8.2 pF.
Recall that each FDE tap is also associated with amplitude

and phase controls, AP
i and ϕP

i , which act on the PCB BPF
response HB

i (f). Lastly, we quantified implementation losses
and group delays for the entire PCB canceller, denoted by
AP

0 and τP
0 . Through measurement of the PCB as well as S-

parameters for the components used, we empirically set A0 =
−4.1 dB and τ0 = 4.2 ns. Altogether, the model for the PCB
canceller with two PCB BPF taps is given as

HP(f) = AP
0e

−j2πfτP
0

[
2∑

i=1

AP
i e

−jϕP
iHB

i (f)

]
, (4)

where HB
i (f) is the PCB BPF model given by (2). As a result,

the ith FDE tap in the PCB canceller (4) has configuration pa-
rameters {AP

i , ϕ
P
i , CF,i, CQ,i}, giving four degrees of freedom

to optimize over. Table I summarizes the notation for these
parameters as well as other parts of the model.

D. PCB Canceller Optimization

The PCB canceller model can be used within an optimiza-
tion problem to find the ideal values of the four component
values for each FDE tap. Denote by HSI(f) the SI channel
from the radio antenna interface (i.e. with the PCB canceller
turned off). As shown in Fig. 4(a), the negative frequency
response of the FDE canceller HFDE(f) is summed at the input
to the RX LNA. Considering the use of the PCB canceller, the
residual SI at the radio RX, Hres(f), is given as

Hres(f) = HSI(f)−HP(f), (5)

where HP(f) is the PCB canceller model given by (4).
Naturally, the goal of the PCB canceller would be to minimize
Hres(f) across the operational bandwidth B.

Many practical implementations make use of an OFDM-
based PHY layer, as do the experiments presented in Sec-
tions IV and V. In these cases, the operational bandwidth B
is divided into K orthogonal frequency channels, each indexed
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TABLE I: Nomenclature

|z|, ∠z Amplitude and phase of a complex value z = x+jy (x, y ∈ R),
where |z| =

√
x2 + y2 and ∠z = tan−1

( y
x

)
B Total wireless bandwidth/desired RF SIC bandwidth
K, k Total number of frequency channels and channel index
fk Center frequency of the kth frequency channel
M Number of FDE taps in an FDE-based RF canceller
HSI(fk) Frequency response of the antenna interface
HP(fk) Frequency response of the FDE-based PCB canceller
HP

i (fk) Frequency response of the ith FDE tap in the PCB canceller
AP

i , ϕP
i Amplitude and phase controls of the ith FDE tap in the PCB

canceller
CF,i, CQ,i Digitally tunable capacitors that control the center frequency and

quality factor of the ith FDE tap in the PCB canceller

by k ∈ {1, . . . ,K}. The center frequency of the kth frequency
channel is denoted by fk; henceforth this discrete variable will
replace the continuous frequency parameter f in the model
expressions. With this in mind, the ideal component values
can be solved for using the minimization problem (P1):

(P1) min :
K∑

k=1

∣∣HP
res(fk)

∣∣ = K∑
k=1

∣∣HSI(fk)−HP(fk)
∣∣2

s.t.: AP
i ∈ [AP

min, A
P
max], ϕP

i ∈ [−π, π],
CF,i ∈ [CF,min, CF,max], CQ,i ∈ [CQ,min, CQ,max], ∀i.

Note that (P1) is challenging to solve due to its non-
convexity and non-linearity, caused by several properties of
(4) such as (i) the higher-order terms introduced by fk, and
(ii) the trigonometric term introduced by the phase control,
ϕP
i . In addition, the antenna interface response, HSI(fk), is

also frequency-selective and time-varying.
However, in practical scenarios, it is unnecessary to find

the true global minimum of (P1). As described in III-A, the
amount of overall SIC that must be achieved depends on
multiple factors, and there are several stages of SIC that may
be performed. As long as the RF SIC is sufficient for the
digital SIC stage to suppress the residual SI to the noise floor
of the RX, overall system performance has been optimized.
In practice, we find an RF SIC of 45 dB to be sufficient. This
quality also alleviates the effect of quantization error on the
overall SIC, as the tunable components only support a discrete
set of values. Additionally, we find that the components used
in the PCB canceller have high enough resolution to avoid
excessive degradation in performance compared to the ideal,
non-quantized case [1].

IV. EXPERIMENTATION IN THE MOBILE TESTBED

In this section, we discuss the integration of the PCB
canceller described in Section III-B with a mobile FD testbed.
Then, we present an extensive testbed evaluation of the mobile
FD radios at the node and network levels; link-level results are
available in [1].

A. Node-Level Implementation and Performance

The overall design of the mobile FD radios and SDR testbed
is shown in Figs. 1(b) and 1(c). Each FD radio uses an 860-
960 MHz circulator for the antenna interface, and the PCB
canceller serves as the frontend of a USRP-2942 SDR with
an SBX-120 daughterboard. Each of the three FD radios in
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Fig. 6: An example experimental setup for: (a) the UL-DL networks with
varying γUL and γDL, (b) heterogeneous 3-node network with one FD BS
and 2 FD users, and (c) heterogeneous 4-node networks with one FD BS, 2
FD users, and one HD user [1].

TABLE II: Average FD Gain in UL-DL Networks with IUI.

UL SNR, γUL Analytical FD Gain Experimental FD Gain
10 dB 1.30× 1.25×
15 dB 1.23× 1.16×
20 dB 1.22× 1.14×

the mobile testbed operates at 900 MHz carrier frequency, and
further radios without the PCB canceller are used as HD users.

The mobile FD radios are supported by an OFDM PHY
layer running at 20 MHz bandwidth implemented in NI Lab-
VIEW on a host PC. This PC also runs the optimized PCB
canceller configuration scheme implemented in MATLAB,
given in detail in in [1].
Achievable SIC. With +10 dBm average TX power, the
PCB canceller achieves up to 52 dB RF SIC across 20 MHz
bandwidth, from which 20 dB is obtained from the circulator.
Furthermore, we find that the frequency profile of the achieved
RF SIC is similar to that presented in the sensitivity analysis
of the FDE-based cancellers [1].

In addition to the 52 dB RF SIC, a further 40–43 dB is
experimentally achieved in the digital domain [1]. This gives a
total of 95 dB SIC across 20 MHz, sufficient to reduce residual
SI to a level below the −85 dBm noise floor of the USRP-2942
and achieve the full dynamic range of 30–50 dB depending
on the modulation and coding scheme (MCS) used. This
performance is consistent for all experiments in this section.

B. Network-Level FD Gain

We now experimentally evaluate the network-level through-
put gain introduced by FD-capable BS and users. Recall that
user equipment (UEs) can significantly benefit from FDE-
based FD implementations, suitable for RFIC implementations
in hand-held devices. We compare experimental and analytical
(e.g., [45]) results and demonstrate practical FD gain in
different network settings. Specifically, we consider two types
of networks as depicted in Fig. 6: (i) UL-DL networks with one
FD BS and two HD users with inter-user interference (IUI),
and (ii) heterogeneous HD-FD networks with HD and FD
users. We implement a simple TDMA MAC layer in software
where HD or FD users take turns to be activated for equally
sized time slots. In Section V-B, we describe a similar set of
experiments conducted on the COSMOS FD testbed.

1) UL-DL Networks with IUI: We first consider UL-DL
networks consisting of one FD BS and two HD users (indexed
1 and 2). User 1 activates a UL to the BS, and the BS activates
a DL to user 2, as shown in Fig. 6(a).
Analytical FD gain. We use Shannon’s capacity formula
r(γ) = B log2(1+γ) to compute the analytical throughput of
a link under bandwidth B and HD link SNR γ. If the BS is



6

10 15 20 25 30 35 40

DL SNR, 
DL

 (dB)

0

5

10

15

20

25

30
IU

I,
 

IU
I (

d
B

)

(a) γUL = 10 dB

10 15 20 25 30 35 40

DL SNR, 
DL

 (dB)

0

5

10

15

20

25

30

IU
I,

 
IU

I (
d
B

)

(b) γUL = 15 dB

10 15 20 25 30 35 40

DL SNR, 
DL

 (dB)

0

5

10

15

20

25

30

IU
I,

 
IU

I (
d
B

)

0

0.5

1

1.5

2

(c) γUL = 20 dB

Fig. 7: Analytical (colored surface) and experimental (filled circles) network
throughput gain for UL-DL networks consisting of one FD BS and two HD
users with varying UL and DL SNR values, and inter-user interference (IUI)
levels: (a) γUL = 10 dB, (b) γUL = 15 dB, and (c) γUL = 20 dB. The baseline
is the network throughput when the BS is HD [1].

only HD-capable, the network throughput in a UL-DL network
where UL and DL share the channel in a TDMA manner with
equal fraction of time each is given by

rHD
UL-DL =

B

2
log2 (1 + γUL) +

B

2
log2 (1 + γDL) , (6)

where γUL and γDL are the UL and DL SNRs, respectively. If
the BS is FD-capable, the UL and DL can be simultaneously
activated with an analytical network throughput of

rFD
UL-DL = B log2(1 +

γUL

1 + γSelf
) +B log2(1 +

γDL

1 + γIUI
), (7)

where: (i) ( γDL
1+γIUI

) is the signal-to-interference-plus-noise ratio
(SINR) at the DL HD user, and (ii) γSelf is the residual
self-interference-to-noise ratio (XINR) at the FD BS. We set
γSelf = 1 when computing the analytical throughput as the
FDE-based FD radio can suppress the residual SI below the
radio noise floor, as described in Section IV-A. The analytical
FD gain is then defined as the ratio (rFD

UL-DL/r
HD
UL-DL). Note that

the FD gain depends on the coupling between γUL, γDL, and
γIUI, which depend on the BS/user locations, their TX power
levels, and whether the link is LOS or NLOS.
Experimental FD gain. The experimental setup is depicted
in Fig. 6(a), where the TX power levels of the BS and user
1 are set to be 10 dBm and −10 dBm, respectively. We fix
the location of the BS and consider different UL SNR values
of γUL = 10/15/20 dB by placing user 1 at three different
locations. For each value of γUL, user 2 is placed at ten
different locations, resulting in varying γDL and γIUI values.

Fig. 7 shows the analytical (colored surface) and exper-
imental (filled circles) FD gain, where the analytical gain
is extracted using (6) and (7), and the experimental gain is
computed using the measured UL and DL throughput. It can
be seen that smaller values of γUL and lower ratios between
γDL and γIUI lead to higher throughput gains in both analysis
and experiments. The average analytical and experimental FD
gains are summarized in Table II. The experimental FD gain
is within 93% of the analytical FD gain, which shows a good
match to the analysis in the presence of practical effects such
as imperfect PRR. The results confirm the analysis in [45]
and demonstrate the a FD gain achieved in UL-DL networks
without any major changes in the network stack other than
enabling FD capability at the BS and reorganizing the UL
and DL schedule.
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Fig. 8: Analytical (colored surface) and experimental (filled circles) network
throughput gain for 3-node networks consisting of one FD BS and two users
with varying link SNR values: (a) only user 1 is FD, (b) only user 2 is FD,
and (c) both users are FD. The baseline is the network throughput when both
users are HD [1].
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Fig. 9: Measured Jain’s fairness index (JFI) in 3-node networks where both
users are HD, User 1 is FD, and both users are FD, with varying (γ1, γ2).

2) Heterogeneous 3-Node Networks: We consider hetero-
geneous HD-FD networks with 3 nodes: one FD BS and
two users that can operate in either HD or FD mode (see
an example experimental setup in Figs. 1(c) and 6(b)). All
3 nodes have the same 0 dBm TX power so that each user
has symmetric UL and DL SNR values of γi (i = 1, 2). We
place user 1 at 5 different locations and place user 2 at 10
different locations for each location of user 1, resulting in a
total number of 50 pairs of (γ1, γ2). We also consider a similar
experiment running on the COSMOS testbed in Section V-B2.
Analytical FD gain. We set the users to share the channel
in a TDMA manner. The analytical network throughput in a
3-node network when zero, one, and two users are FD-capable
is given, respectively, by

rHD =
B

2
log2 (1 + γ1) +

B

2
log2 (1 + γ2) , (8)

rHD-FD
User i FD = B log2(1 +

γi
1 + γSelf

) +
B

2
log2(1 + γi), (9)

rFD = B log2(1 +
γ1

1 + γSelf
) +B log2(1 +

γ2
1 + γSelf

), (10)

where γSelf = 1 is set (similar to Section IV-B1). We consider
both FD gains of (rHD-FD

User i FD/r
HD) (i.e., user i is FD and user

i ̸= i is HD), and (rFD/rHD) (i.e., both users are FD).
Experimental FD gain. For each pair of (γ1, γ2), experimen-
tal FD gain is measured in three cases: (i) only user 1 is FD,
(ii) only user 2 is FD, and (iii) both users are FD. Fig. 8
shows the analytical (colored surface) and experimental (filled
circles) FD gain for each case. We exclude the results with
γi < 3 dB since the packets cannot be decoded, resulting in a
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Fig. 11: CDF of the measured Jain’s fairness index (JFI) in 4-node networks
when zero, one, or two users are FD-capable.

throughput of zero.
The results show that with small link SNR values, the

experimental FD gain is lower than the analytical value due
to the inability to decode the packets. On the other hand, with
sufficient link SNR values, the experimental FD gain exceeds
the analytical FD gain. This is because setting γSelf = 1 in
(9) and (10) results in a 3 dB SNR loss in the analytical FD
link SNR, and thereby in a lower throughput. However, in
practice, the packets can be decoded with a link PRR of 1
with sufficient link SNRs, resulting in exact twice number of
packets being successfully sent over an FD link. Moreover,
the FD gain is more significant when enabling FD capability
for users with higher link SNR values.

Another important metric we consider is the fairness be-
tween users, which is measured by the Jain’s fairness index
(JFI). In the considered 3-node networks, the JFI ranges
between 0.5 (worst case) and 1 (best case). Fig. 9 shows the
measured JFI when both users operate in HD mode, user 1
operates in FD mode, and both users operate in FD mode.
with varying user SNR values (γ1, γ2). The results show
that introducing FD capability to both users results in an
average degradation in the network JFI of only 5.6/4.4/7.4%
for γ1 = 15/20/25 dB (averaged across varying γ2), while the
average network FD gains are 1.32/1.58/1.73× (see Fig. 8),
respectively. In addition, the JFI increases with more balanced
user SNR values, which is as expected. For example, under
the same value of γ1, increased value of γ2 (with γ2 < γ1)
leads to improved JFI, whose value approaches 1 as γ2 → γ1.

3) Heterogeneous 4-Node Networks: We experimentally
study 4-node networks consisting of an FD BS and three
users with 10 dBm TX power (see an example experimental
setup in Fig. 6(c)). The experimental setup is similar to that
described in Section IV-B2, and the SNR value for the three
users is varied by placing them at different locations. For each
experiment, the network throughput is measured in three cases,
where (i) zero, (ii) one, and (iii) two users are FD-capable.
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Fig. 12: CDF of the analytical and experimental network throughput gains in
4-node networks when one or two users are FD-capable.

Fig. 10 shows the CDF of the network throughput of the
three cases, where the measured link SNR varies between
5–45 dB.Overall, the median network throughput is increased
by 1.25/1.52× when one/two FD users become FD-capable.
Fig. 11 plots the CDF of the corresponding JFI, where
although introducing FD-capable users results in lower values
of the experimental JFI, the median JFI values degrade by
only 0.06 and 0.10 with one and two FD users, respectively.
Moreover, Fig. 12 shows the CDF of both the analytical and
experimental network throughput gains in 4-node networks
when one or two users are FD-capable. In particular, the
median analytical and experimental network throughput gains
have a difference of only 4% and 3% when one and two users
are FD-capable. These trends and results show that in a real-
world environment, the total network throughput increases as
more users become FD-capable, and the improvement is more
significant with higher user SNR values. Note that we only
apply a TDMA scheme and a more advanced MAC layer
(e.g. [54], [58]) has the potential to improve the FD gain and
fairness performance. As with the 3-node experiment, a similar
version is run on the COSMOS testbed in Section V-B3.

V. THE COSMOS FD RADIOS

The mobile FD testbed described in Section IV was de-
veloped for the purpose of evaluating the FDE-based FD
radio performance under user mobility scenarios. While the
mobile testbed served this purpose sufficiently, its ephemeral
nature limits experimental reproducibility. To address this
problem, we developed a second FD testbed deployed within
the NSF PAWR COSMOS testbed [16] consisting of four
improved FDE-based FD radios. Being a part of COSMOS,
these FD radios are open-access and remotely accessible, so
that they may be used by the broader research community to
experiment with FD radios using custom hardware suitable for
implementation on an RFIC.

In this section, we first describe the integration of various
components into the FD testbed within COSMOS Sandbox
2 [64]. Next, we present experimental results for the UL-DL
and heterogeneous TDMA network experiments, demonstrat-
ing similar FD performance to the mobile FD testbed over a
range of similar scenarios. We then describe an experiment to
evaluate a FD jammer-receiver. Lastly, we describe an avail-
able dataset with waveform traces to support the development
of digital SIC algorithms.

A step-by-step procedure on how to access and use the
testbed is provided by a tutorial [17] which makes use of the
custom COSMOS server image flexicon-cosmos.ndz.
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Fig. 13: Architecture of the FD testbed integrated in COSMOS Sandbox 2.

A. Design of the COSMOS FD Testbed

An initial version of the COSMOS FD testbed was pre-
sented in [19]. The testbed has since been extensively re-
designed, with the overall architecture shown in Fig. 13. We
detail the individual components making up the testbed below.
COSMOS FD Radio. The COSMOS FD radios include a
“canceller box”, as shown in Fig. 2(a), representing an upgrade
over the one used in the mobile testbed in Fig. 1(b). The
canceller box contains the PCB canceller as well as a circulator
to support the single antenna interface. In addition, an antenna
tuner with 20–30 MHz bandwidth is included to improve the
antenna impedance matching. The box also contains a SUB-20
device for interfacing the PCB canceller with a computer.

Four canceller boxes are mounted on the corners of a
4.5×3.5 m rectangle within a square laboratory room (the
same room housing the FD BS in Fig. 6), where they serve
as the frontends of USRP X310 SDRs with SBX-120 RF
daughterboards. Two of the four radios are shown in Fig. 2 (b);
the same setup with another two canceller boxes is duplicated
on another ceiling rack directly opposite.
Improved PCB canceller. The COSMOS FD radios use an
improved PCB canceller design compared to the version used
in Section IV. This improved design utilizes the same circuit
with two BPF taps described in Section III, with some key
modifications to enhance performance and reliability.

There are three main changes to the PCB: (i) the phase
shifter control circuit was consolidated onto the same PCB
as the BPF taps, absolving the need for a daughterboard
and board-to-board connectors; (ii) the SPI control lines from
the SUB-20 to the PCB canceller were simplified leading to
reduced wiring within the canceller box; and (iii) the values
for LF and the constant value of the capacitance CF in the
analytical model from Section III-C were changed to 1 nH and
6.8 pF, respectively.

The COSMOS FD radios may be configured using the
optimization problem defined in Section III-D, however we
find that manual configuration of the FD radios is sufficient for
evaluating the hardware within the testbed. This is primarily
due to the static nature of the laboratory environment and
the placement of the FD radios. Each of the four integrated
improved PCB cancellers can achieve over 50 dB of SIC across
20 MHz within the 900 MHz band [19]. With digital SIC
included, over 85 dB SIC may be achieved across 20 MHz.
The PCB canceller design is publicly available, including the
layout and bill of materials [65].
USRP X310. The prior iteration of the COSMOS FD testbed
utilized a single USRP 2974 and two USRP N210s. The two
types of SDR feature vastly different performance character-
istics, predominantly caused by the different RF front ends.
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Fig. 14: FD throughput gains as a function of the DL radio SINR for IUI
values of 5, 10, and 15 dB.

These radios were replaced with two USRP X310s with SBX-
120 daughterboards, similar to the ones used in Section IV.
The USRP X310s provide uniform performance and operation
for all four radio nodes, and permit integration with the
COSMOS servers via their 10 Gb/s interface.
Integration with COSMOS servers. The single largest im-
provement to the COSMOS FD testbed has been to connect the
USRP X310 SDRs and FDE canceller boxes to two Dell R740
servers via 10 Gb/s network links. Each server is equipped
with two Xeon 12-core CPUs and 192 GB of memory. An
experimenter can use these servers to control the SDRs and
PCB canceller and develop experiments in GNU Radio or
using the UHD driver directly [66]; progress may be saved
by creating an image of the server that can be loaded at a
later time. In addition, the USRP X310s and PCB cancellers
may be accessed through a less powerful, dedicated-purpose
FD Compute Node is also present within Sandbox 2 and may
be used to run simple benchmarks without using the servers.
Experimentation software. The mobile FD testbed from
Section IV uses a LabVIEW-based software stack. For the
COSMOS FD testbed, we migrated all experimental software
to GNU Radio, facilitating the imaging process used for
the COSMOS servers to save and reload experimental state.
The experimental software is contained within a custom out-
of-tree (OOT) module for GNU Radio [65]. This custom
C++ code supports real-time FD experimentation, including
implementation of the linear digital SIC algorithm, and the
MAC layer scheduling evaluated in Section V-B.

B. Network-Level Experimentation

In this subsection, we describe the experiments conducted
on the COSMOS FD testbed.

1) UL-DL Networks with IUI: We re-implemented the UL-
DL network from Section IV-B1 to run on the COSMOS FD
nodes. As these FD radios are fixed in place, the IUI caused by
user A on another user B is a function of A’s transmit power
only. This reduces the explorable state space in this version
of the experiment compared to the version with freely moving
radios in the mobile testbed, where the IUI can be understood
as a function of both radio transmit power and position.

We present the experimental FD rate gains for the UL-DL
network as achieved on the testbed integration in Fig. 14. We
considered three IUI levels at the DL user; 5, 10, and 15 dB.
Using an 802.11-like PHY layer [67], we correspond these
IUIs to specific MCS of QPSK 3/4, 16-QAM 1/2, and 16-
QAM 3/4 respectively, which are used in the link between
the UL user and BS. We sweep the transmit power of the
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Fig. 15: Experimental results for the heterogeneous 3-node network. Results for (a) the FD throughput gain and (b) the JFI are presented as CDFs. Zero, one,
or two FD users are considered, as well as the RRO and IUI-F schedules.
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Fig. 16: Experimental results for the heterogeneous 4-node network. Results for (a) the FD throughput gain and (b) the JFI are presented as CDFs. Zero to
three FD users are considered, along with the RRO and IUI-F schedules.

BS radio to generate SINR values at the DL user sufficient
for decoding the BPSK 1/2, BPSK 3/4, and QPSK 1/2 MCS.
This testbed setup is representative of a densely populated,
low power network prone to IUI. We used the dedicated FD
compute node to run these experiments; we note that it is
possible to run them in an identical manner using a server.

Fig. 14 shows that throughput gains relative to the ideal HD
case are achievable for all considered IUI values. However, the
gain drops significantly as the IUI increases; at 5 dB IUI a gain
of up to 1.6× is achievable, whereas for 10 dB IUI the gain
is reduced to a maximum of 1.3×. This effect matches the
analytical surfaces shown in Fig. 7 which show a decrease
in theoretical FD gain as a function of the IUI at the DL
radio. We note that the specific FD rate gains shown in this
experiment are comparable to those achieved in Section IV-B1,
demonstrating the FD testbed’s ability to produce reliable and
repeatable results using the FDE-based PCB canceller.

2) Heterogeneous 3-Node Networks: The experiment de-
scribed in Section IV-B2 is also replicated on the COSMOS
FD testbed. We consider two TDMA schedules; the first is
similar to the one used in Section IV-B2, henceforth referred
to as the “round-robin opportunistic” (RRO) schedule, and the
second additional schedule is IUI-free (IUI-F).

The RRO schedule works by opportunistically scheduling
two links whenever possible in a time slot in a round-robin
manner. For example, if the current time slot is scheduled for
a DL to user 1, then there are two scheduling choices for the
second link based on user 1’s duplexing mode: (i) if user 1 is
FD, user 1 can perform a UL to the BS in the same slot, and
(ii) if user 1 is in HD mode, a different user can perform a
UL to the BS. The RRO schedule will always prefer choice
(i) over choice (ii) as choice (ii) will create an IUI situation
analogous to that evaluated in Section V-B1.

The IUI-F schedule is essentially an enhancement on top of
the RRO schedule that will not permit any time slots where
choice (ii) is taken. In the IUI-F schedule, two links are

scheduled in the same time slot only if the scheduled UL or
DL is between the BS and an FD user. Intuitively, the IUI-F
schedule should maintain a higher throughput fairness between
the users, at the expense of FD throughput gain, as some time
slots will have only an HD link.

Algorithm 1 summarizes the operation of the scheduler used
in this network. This algorithm presumes the presence of a
control channel through which a user may request a UL slot.
As mentioned in Section IV, implementing a MAC capable of
such control on an SDR is a significant challenge outside of
the scope of this paper. We therefore evaluate each schedule
under the specific case where the DL packet queues at the BS
and UL packet queue at each user are saturated, meaning that a
deterministic schedule may be precomputed and implemented
by each user and the BS independently.

In order to generate a range of SINRs at each radio, we
sweep the transmit power of the BS across a 10 dB range,
such that in HD mode, all packets may be decoded from the
BS by the users. The transmit power of the users is fixed,
and also chosen such that for any MCS, all packets may be
received by the BS in HD mode. We consider a range of MCS
between BPSK 1/2 and 64-QAM 3/4 available in the 802.11-
like PHY layer [67]; all radios will use the same MCS in a
given experimental run.

The results of this experiment are summarized in Fig. 15.
Fig. 15(a) shows the CDF of FD throughput gain for the
different schedules, and Fig. 15(b) shows the JFI. We make
two observations; (i) the IUI-F schedule with zero FD users
is equivalent to the HD TDMA schedule, and (ii) the IUI-
F schedule with two FD users is equivalent to the RRO
schedule. These two cases are therefore omitted from the
figures. Fig. 15(a) shows how having zero FD users can impair
throughput for the RRO schedule in 30% of trials; this is likely
due to the additional SNR requirement in FD mode [1], [19].
This effect is still observed when one or two users are in FD
mode, but with reduced severity. The three RRO schedules
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Algorithm 1 RRO and IUI-F Scheduler

procedure SCHEDULEDL(U , N , C)
while C < N do

if packet in DL queue for U then return U
else

U ← next user
C ← C + 1

return ∅
procedure SCHEDULEUL(U , N , C)

while C < N do
if U has requested UL then return U
else

U ← next user
C ← C + 1

return ∅
N ← # of users
U ← 0 ▷ Initialize to first user
while True do

DL←SCHEDULEDL(U,N )
if U is in FD mode then

UL←SCHEDULEUL(U,N, 0)
else

UL←SCHEDULEUL(next user, N, 1)
if DL ̸= UL and IUI-F then SCHEDULESLOT(DL)
else SCHEDULESLOT(DL,UL)
U ← next user

provide median throughput gains of 1.43×, 1.6×, and 1.85×
when zero, one, or two users are in FD mode, respectively. By
comparison, the IUI-F schedule for one FD user has a median
throughput gain of 1.43×.

Fig. 15(b) gives the median JFI for the RRO schedule
as 0.79, 0.74, and 0.89 for zero, one, or two FD users,
respectively. The median JFI is lower when there is one FD
user present on account of the ability to schedule the FD user
whenever the HD user is scheduled, leading to the FD user
receiving a higher throughput compared to the HD user. This
is also the reason the one FD user experiment never reaches
a fairness value of 1. The IUI-F schedule for one FD user has
a median fairness of 0.86, showing how the fairness can be
improved at the cost of FD throughput gain.

The results from this experiment suggest than in a scenario
with high IUI between users, an RRO schedule can provide
a 1.6× median FD throughput gain, but with the potential
of low fairness between users. If an IUI-F schedule is used,
fairness can be improved, though the median and maximum
FD throughput gains will be lower. We also note that 20% of
experiments with one FD user on the RRO schedule experience
a FD throughput loss, compared to only 8% of IUI-free
schedule experiments. The IUI-free schedule therefore leads
to a distribution of FD throughput gains with lower mean, but
also lower variance.

3) Heterogeneous 4-Node Networks: A similar experiment,
also considering the RRO and IUI-F schedules, was conducted
with an additional FD-capable user. The corresponding results
are presented in Fig. 16. In Fig. 16(a), the RRO schedule

Fig. 17: FD jammer-receiver (FDJR) operation principle

provides FD throughput gains of 1.11×/1.28×/1.52×/1.93×
when used with zero/one/two/three FD users.

The IUI-F schedules provide an FD throughput gain of
1.32× and 1.66× when one or two users are in FD mode,
respectively. Unlike the 3-node experiment in Section V-B2,
the median FD throughput gain for the IUI-F schedule is
actually higher than for the RRO schedule, although the
maximum achievable FD throughput gain is naturally lower
for the IUI-F schedule. The results show that when two users
are FD capable, only 20% of RRO experiments had a larger
FD throughput gain compared to the best IUI-F experiment.

Fig. 16(b) shows that the fairness value for the one and
two FD user cases improves when the IUI-F schedule is
used. For one FD user, the median fairness improves from
0.43 to 0.73, and for two FD users it improves from 0.56
to 0.74. Therefore, the 4-node experiment is in a situation
where the IUI-F schedule provides an advantage for both
median throughput and median fairness. This result suggests
that when developing a MAC protocol for FD, the IUI can play
a significant hand in the performance, and scheduling both HD
and FD users in the same time slot of a TDMA system may
lead to impaired performance should the IUI between the HD
and FD users be high.

We note that in both the 3- and 4-node networks, the
transmit power of each user is kept the same regardless of
whether it is in HD or FD mode, and we are sweeping the
BS transmit power in the same manner for any number of FD
users. Therefore, the median throughput gain increases simply
by switching more users from HD to FD mode. In other words,
the median energy per bit remains the same while the median
throughput gain is improving, assuming that the additional
power consumption for the FDE-based RF canceller (∼40 mW
for the RFIC [11] and ∼20 mW for the PCB canceller) is
negligible compared to the power consumption of the rest of
the FD radio.

The heterogeneous 4-node experiment is provided on the
flexicon-cosmos.ndz COSMOS server image, and di-
rections on how to run this experiment and reproduce the
results in this section are provided in the testbed tutorial [17].

C. Full-Duplex Jammer-Receiver

In addition to providing throughput improvements at the link
and network layers, FD wireless can enable new applications
that are not possible with HD radios [68]. In this section, we
present an experiment that we run on the COSMOS FD testbed
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Fig. 18: Experimental results for ρJ and ρR for the FDJR experiment represented as filled circles overlaid on the modeled colored surface. Results for MHD =
BPSK 1/2 and QPSK 3/4 shown.

to evaluate the performance of one such novel device: an FD
jammer-receiver (FDJR). Recall that the primary challenge
associated with FD is the need for SIC; with this in mind,
the SIC capabilities of the FDJR allow it not only to jam a
targeted adversarial signal, but also receive it. This principle
of operation is outlined in Fig. 17.

1) Experiment Design: We use three out of the four COS-
MOS FD radios in this experiment. One FD radio will be
configured as the FDJR, with the PCB canceller configured
so as to provide sufficient RF and digital SIC to cancel the
jamming signal to the noise floor. The other two radios will
be configured in HD mode, replicating a link between two
“standard” wireless devices. Of these two HD radios, one
will transmit 802.11-like OFDM data packets while the other
receives and decodes them.

The FDJR operates by first synchronizing its transmitter to
the HD sender’s packet transmission schedule. For this exper-
iment, we assume that the HD sender will transmit packets in
an orderly manner. Once the FDJR is synchronized, it begins
transmitting a jamming signal, in this case a simultaneous
BPSK 1/2 OFDM data packet. To evaluate the performance
of the FDJR, we define three experimental variables: (i) the
FDJR transmit power setting PFDJR, (ii) the HD sender transmit
power setting PHD, and (iii) the HD sender MCS MHD.

The use of an OFDM data packet as a jamming signal
achieves two goals. First, it allows for evaluation of the FDJR
operating at moderate bandwidths, as opposed to recent work
on jammer-receivers making use of a swept tone with small
instantaneous bandwidth [69]. This is important as OFDM
transmission schemes may be highly resilient to narrowband
signals causing interference on only a small subset of subcar-
riers. Second, it would allow the FDJR to also operate as a
data communications device, in theory being capable of fully
overriding the signal from the HD sender should the SINR be
sufficient at the HD receiver.

2) Analytical Model of FDJR Performance: We define two
metrics to describe the performance of the FJDR: (i) the
jamming ratio ρJ , defined as the ratio of packets sent by the
HD sender that were not decodable by the HD receiver, and
(ii) the reception ratio ρR, defined as the ratio of the same
packets that were successfully decoded by the FDJR. Given
these metrics, if both ρJ and ρR are close to 1, it means the
FDJR is achieving close to maximum performance.

For the purpose of modeling the FDJR performance, ρJ and
ρR can be equivalently considered as received bitrates for the
jamming target and FDJR respectively, RT and RFDJR, with

ideal FDJR performance achieved when RT ≈ 0 and RFDJR
maximized. The bitrates are themselves defined in terms of the
SNR, SINR, and XINR values, as in Section IV-B. Altogether,
ρJ may be modeled as:

ρJ ≈ 1− RT

RHD
= 1− 1

RHD

(
B log2(1 +

γHD

1 + γFDJR
)

)
, (11)

where B is the transmit bandwidth, γHD is the SNR for the
signal received at the HD receiver from the HD sender, and
γFDJR is the SNR for the signal received at the HDR receiver
from the FDJR. RHD is the maximum rate that could be
achieved by the HD sender: RHD = B log2(1+γHD). Similarly,
ρR may be modeled as:

ρR ≈
RFDJR

RHD
=

1

RHD

(
B log2(1 +

γHD

1 + γSelf
)

)
, (12)

where γSelf is the residual FDJR SI after RF and digital SIC.
3) Results: The experimental results are summarized in

Fig. 18. Here, the filled circles represent ρJ and ρR calculated
simply as the ratio of packets jammed and received by the
FDJR, respectively, while the colored surfaces are the analyti-
cal models in Equations 11 and 12. Instead of PFDJR and PHD,
we use the experimentally measured γFDJR and γHD. We set
γSelf = 1 dB for the ρR model, which is the typical residual
SI when the transmitter operates within its linear region.

These results show that ρJ and ρR depend on all three of the
experimental variables. For example, consider the region with
γFDJR > 20 dB and γHD < 5 dB in Figs. 18(a) and 18(b). In
this region, the jamming ratio ρJ is high but the reception
ratio ρR is low; this is because the HD sender’s transmit
power is insufficient for the FDJR to be able to decode the
packets. Should the HD sender increase its transmit power,
thus increasing γHD, ρJ will remain high at the same time as
ρR becomes high. The value of MHD considerably impacts ρJ
as seen in Figs. 18(a) and 18(c); essentially, the higher MCS
used by the HD sender, the less robust it is against the FDJR’s
jamming signal. ρR, on the other hand, is unaffected.

The experimental models generally follow the trend pre-
dicted by the Shannon capacity models in Equations 11 and
12, with the key difference being the sharp dropoff in ρJ and
ρR that is not reflected in the model. This is primarily an
artifact of the packetized data transmission scheme used in
this experiment, which does not allow for partial recovery of
packets that were incorrectly received. Should we be able to
investigate the jamming and reception ratios at the bit level
rather than the packet level, we would expect a closer match
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to the model results. Alternatively, the use of an empirical
model based on the packet reception ratios reported in prior
work [1], [19] would show a better fit to the experimental data.

D. Dataset

We provide a dataset which consists of transmitted data
packet waveforms and the corresponding residual SI after RF
SIC on the COSMOS dataset repository [70]. The data packets
are QPSK 3/4-modulated 802.11a packets, similar to those
used in the experiments presented in Sections IV and V2. The
received power after RF SIC is between -40 to -50 dBm and
the USRP noise floor is -80 dBm at 20 MHz bandwidth.

The data files are in binary format representing the complex-
valued baseband signals sent and received by the USRP SDR.
In other words, this data is tapped after the ADC and before
the DAC on the RX and TX paths within the NI USRP block
in Fig. 3. Every experimental run is represented by two data
files, one each for the TX and RX, and every run contains at
least 100 data packets. There are a total of twelve experimental
runs across three bandwidths (5 MHz, 10 MHz, and 20 MHz)
using each of the four COSMOS FD radios. A document
describing the experimental parameters in further detail is
provided alongside the baseband data files.

The objective of this dataset is to provide ready-to-use
baseband data traces to support the development of FD-related
DSP algorithms, for example those for digital SIC. We provide
an example MATLAB script that implements the same linear
digital SIC algorithm as used in the custom GNU Radio block
for the testbed experiments in Section V-B. Furthermore, the
GNU radio flowgraph used for data collection is provided
on the flexicon-cosmos.ndz COSMOS server image.
Further data files may be recorded from this flowgraph.

VI. CONCLUSION

In this paper, we presented the system-level design, im-
plementation, and evaluation of FDE-based FD radios. Ex-
perimentation conducted on two testbeds shows that that
such radios, given an appropriate configuration optimization
algorithm or a sufficiently stable physical environment, will
achieve rate gains and overall performance that matches
closely to analytical results. This shows potential in the use
of FDE-based RF cancellers to enable FD wireless in small-
form-factor devices. Future research directions for FDE-based
FD radios could include (i) better design and implementation
of FDE-based canceller to support higher TX power handling
and RF SIC bandwidth and (ii) extension of the FDE technique
to multi-antenna systems.

The COSMOS FD testbed is openly accessible to re-
searchers, with a tutorial describing its use. We anticipate
that the COSMOS FD testbed will be used to explore several
directions of future research, including the development and
experimental evaluation of resource allocation and scheduling
algorithms tailored for FDE-based FD radios. Additionally,
the server-focused architecture of the COSMOS FD testbed
effectively provides an edge compute environment, enabling

2Data for other MCS may be collected from the COSMOS FD testbed

future investigation into how FD will make use of this key
component of next-generation cellular networks [40]. Lastly,
we will integrate newer, wider-band time-domain equalization-
based RFIC cancellers in the COSMOS FD testbed [71],
as well as perform FD experimentation with the outdoors
COSMOS testbed infrastructure.
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