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Abstract—During civilian disasters, the communications net-
works vital for emergency response are often severely damaged.
Although individual mobile network operators (MNQOs) have
developed systems to mitigate such outages, such siloed solutions
are limited by a lack of interoperability. Collective surviving
resources across multiple MNOs constitute a more resilient
resource pool than any individual network. To leverage this
resource pool, we developed the Intelligent Networks Designed
and Integrated for Globalized Operations (INDIGO) system.
INDIGO improves existing solutions by combining multiple
MNOs into a virtual network. We leverage open standards such
as O-RAN and TM Forum APIs to provide monitoring and
management. Control is facilitated by a hierarchical Artificial
Intelligence (AI) Planner that quickly explores restoration options
and issues configuration commands to create a virtual slice
that satisfies mission requirements. We deploy a prototype of
INDIGO and emulate an urban network comprised of three
MNOs on the NSF PAWR COSMOS testbed. We then evaluate
INDIGO’s usability and performance through a timed case study
of non-subject matter experts responding to a simulated disaster
scenario. Each participant was able to create network coverage
plans for three disaster response teams in less than six minutes.

Index Terms—5G, Multi-Operator Network Orchestration, O-
RAN Alliance, TM Forum, AI Planning

I. INTRODUCTION

Rapid response to civilian disasters is crucial to minimize
loss of life. Emergency response teams require careful co-
ordination, often through a mobile network. However, such
networks can face severe outages due to infrastructure damage
caused by disasters [1]. The loss of communications infras-
tructure during Hurricane Katrina in 2005 and the failure of
more than 90% of cellular sites in Puerto Rico after Hurricane
Maria in 2017 are two prominent examples where response
coordination was severely hampered by infrastructure dam-
age [2]-[4]. Current disaster response networks often depend
on the infrastructure of a single Mobile Network Operator
(MNO). However, the collective surviving equipment of all

MNGO:s in a region constitutes a more robust resource pool than
any sole operator. The current lack of automated mechanisms
to dynamically aggregate equipment across all MNOs implies
that this redundancy cannot be efficiently exploited.

To address this, we present the Intelligent Networks De-
signed and Integrated for Globalized Operations (INDIGO)
system [5]. INDIGO is an artificial intelligence-powered cel-
lular network control system that rapidly adapts infrastructure
through open, industry-standard APIs to restore critical net-
work access in response to disasters. This enables the creation
of a virtual network slice that utilizes available cellular towers
and radios across several MNOs. The goal is to reduce outage
times from hours to minutes by connecting MNOs through
multi-operator orchestration that uses human interpretable
plans quickly generated by a hierarchical Artificial Intelligence
(AI) Planner. We deployed INDIGO on the NSF PAWR
COSMOS testbed and simulated a small urban network to
evaluate INDIGO’s performance as non-subject matter experts
restored communications during a simulated disaster [6].

In this paper, we provide a preliminary outline of the
architecture and components of INDIGO, a system designed
to orchestrate network services across multiple independent
5G operators. The key contributions include:

1) A modular design, extensible through rApps, that lever-
ages open, industry-standard APIs from the TM Forum
and O-RAN Alliance for interoperability across MNOs
and equipment vendors [7], [8].

2) The application of hierarchical Al planning in the Mis-
sion rApp to translate high-level mission needs into a
concrete set of network slice configurations.

3) A Mission User Interface (MUI) that visualizes network
state and enables users to request virtual slice creation.

In Section II, we review the related work and the founda-
tional technologies that enable our approach. In Section III,



we detail the INDIGO architecture and its core components.
In Section IV, we discuss our preliminary implementation of
INDIGO, and in Section V we walk through a case study
of participants using this implementation to respond to a
simulated disaster. In Section VI, we provide concluding
remarks and discuss future work.

While the INDIGO prototype demonstrates the benefits of
Al-enabled multi-operator orchestration, this work does not
imply support or represent the official position of any public
safety, government, or industry partner.

II. RELATED WORK

INDIGO builds on the convergence of public safety com-
munications, networking technologies, and open standards to
support emergency response communications. We summarize
these developments in this section.

A. Emergency Response Networks

APCO Project 25 (P25) is a Land Mobile Radio (LMR)
system introduced in the United States (US) to solve interoper-
ability issues between emergency responder radio equipment.
It remains in use in the US and internationally, although
TETRA, a competing LMR standard, is used more broadly
outside the US [9]-[11]. Several countries have established
national networks around TETRA for emergency responders,
including BOSNet in Germany and Airwave in the United
Kingdom [12]. Given the limited spectral bandwidth allocated
to these radio systems, most LMR deployments support low
data rates and are primarily restricted to voice communi-
cations. Additionally, coordination is required to deconflict
multiple concurrent users.

The limitations of LMR systems became apparent during the
September 11, 2001 attacks. The rapid increase in communi-
cations between agencies responding to the disaster resulted
in outages [10], [11]. In response, the US Congress began
investing in dedicated nation-wide mobile networks to support
emergency response teams [11], [13], [14].

Although nationwide single MNO systems can provide
emergency network coverage, they consolidate public safety
communications under a single operator. In the event of an
outage, restoration depends on this MNO, with timelines and
effectiveness varying with the cause and the maturity of the
specific MNO’s system. The Federal Communications Com-
mission analysis of a 2020 T-Mobile outage, which led to the
failure of thousands of individuals’ 911 calls, underscored the
need for robust and interoperable recovery mechanisms [15].
In contrast to single MNO networks, decentralized network
solutions have been proposed, such as the creation of ad hoc
networks over WiFi Direct links [16]. However, such decen-
tralized networks have not achieved the widespread adoption
necessary for public safety systems.

B. 5G Networking

5G networking introduced significant architectural changes
over previous mobile technologies enabling ultra-reliable
and low-latency communications (URLLC), extreme mobile

broadband, and massive machine-type communications [17,
pp. 1-6]. Network slicing was introduced in 5G to support
URLLC and similar applications by logically partitioning a
single network into multiple isolated End-To-End (E2E) virtual
networks [18]. Each slice is managed by an MNO and can be
configured with desired performance characteristics, including
bandwidth and latency [17, pp. 41-50] [19]-[22].

Several MNOs have begun adopting O-RAN and deploying
Service Management and Orchestration (SMO) software. SMO
assists with the coordination of network slice lifecycles and
the management of the Radio Access Network (RAN) in a
single operator domain. An MNO may use SMO to automate
network functions, such as resource management and service
provisioning [23].

C. Network Interoperability

The TM Forum and O-RAN Alliance are developing
standards that are well-positioned to overcome the manage-
ment barriers between MNOs. O-RAN seeks to disaggregate
traditionally monolithic RAN units by defining a modular
framework and introducing the RAN Intelligent Controller
(RIC) [8]. The RIC is a host platform for third-party network
management applications known as xApps, for real time
management, and rApps, for non-real time management. This
architecture enables data-driven control loops for traffic steer-
ing, resource allocation, and network slicing, while simplifying
the integration of artificial intelligence and machine learning
into the management and control layers [20], [24], [25].

The TM Forum expands this architecture by providing a
suite of REST-based open APIs for business and operational
functions such as service and slice resource catalogs, ordering,
configuration, and inventory. These APIs provide a standard
method of interoperator communication and are currently the
most mature open APIs implemented in industry [26].

III. ARCHITECTURE OVERVIEW

The INDIGO system consists of three layers of software,
as illustrated in Fig. 1. The rApp layer provides a user inter-
face and produces mission plans, the Multi-Operator Service
Management and Orchestration (MO-SMO) layer converts
mission plans into TM Forum API calls, and the Single
Operator SMOs (SO-SMOs) represent the infrastructure of the
individual MNOs.

A. rApps

The top software layer of INDIGO consists of O-RAN
compliant rApps that run on the MO-SMO’s Non-Real Time
(Non-RT) RIC to realize different RAN automation and
management use cases. Our initial Mission rApp hosts the
MUI, which allows emergency responders to request a virtual
network over a selected geographic area. This request is
routed through the AI Planner module inside the Mission
rApp to develop a plan for the creation of a multi-operator
network slice and is sent to the MO-SMO for implementation.
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Fig. 1: Overall System Architecture: INDIGO consists of a three tiered
software stack. The top level consists of the Mission rApp, which presents a
Communications Unit Leader with an overview of current network status and
allows them to create virtual network slice requests. The rApp’s Al Planner
then explores the network state and creates a mission plan that is sent to
the MO-SMO in the middle layer. The MO-SMO converts this plan to a
sequence of TM Forum API calls for the underlying infrastructure. The calls
are processed by the SMOs on the bottom layer creating a virtual slice that
restores communication.
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Fig. 2: Mission User Interface (MUI) Map View: MNO coverage is indicated
in the map on the left of the screen by hexagons. The colored hexagons (red,
blue, and green) correspond to active coverage of a specific MNO, while
light gray regions indicate cellular tower failure. Users can adjust Resilience,
Bandwidth, and Security parameters with the right-sidebar (Loss and Latency
can also be adjusted by clicking the “Show Advanced” button). Users can
toggle the ability to draw a boundary for a virtual slice with the “Enable
Drawing Mode” button and submit a slice creation request to the AI Planner
with the “Submit” button.

Mission User Interface (MUI) - The MUI is a web
application that provides an interface for users to interact
with INDIGO. The streamlined layout is designed to
minimize cognitive load in high-stress operational scenarios.
A screenshot of the MUI map view is shown in Fig. 2
which displays information on the available infrastructure
of the MNOs and their current coverage area. The interface
provides a map-based drawing tool that enables users to
define the geographic boundaries of the requested network
slice. Additional settings for how the plan is generated
can be modified in the Settings page, located in the upper
right corner. Upon submission, the MUI backend validates
the requested network slice specifications and sends a slice
creation request to the Al Planner for plan generation.

Al Planner - The Mission rApp contains an Al Planner for
plan generation. Al planning, a subfield of artificial intelli-
gence, emphasizes and exploits human experts’ knowledge
about a problem domain, rather than learning about it. It is
a broad discipline with applications in many diverse fields,
including networking [27]. Here, the Al Planner has at its
disposal a snapshot of the state of the operator networks
collected via the MO-SMO. It uses that information to create
a network slice in the region identified by the user. When
there are failures in the operator networks, the AI Planner
coordinates the sharing of resources between the operators
through the MO-SMO. The planner design emphasizes the
speed and understandability of decisions. The user may accept,
modify, or reject the plans it formulates. These plans are
similar to what human experts would produce if they had
enough time but are generated in seconds.

The Al Planner is hierarchical, which implies that it re-
cursively decomposes tasks into simpler components [28].
The AI Planner can be thought of as a human strategist or
manager for the creation of multi-operator network slices using
the available resources. This manager has at their disposal
a team of ‘experts,” the operator SMOs and rApps, each of
whom knows how to accomplish certain tasks. In addition to
the state of the networks, the planner embodies higher-level
expert strategies on how to decompose tasks into simpler sub-
tasks. Given the top-level task of creating a network slice with
specified parameters, there are many methods for decomposing
it, each of which applies under a set of conditions; the same
applies to the sub-tasks into which this task is recursively de-
composed. The planner searches for applicable decomposition
methods until the given tasks are reduced to primitive actions.
Primitive actions are tasks that a ‘team member’ (in this case,
an operator SMO) can perform without further guidance.

B. Multi-Operator SMO (MO-SMO)

The middle layer is the MO-SMO platform, which co-
ordinates across the SO-SMOs. Based on its knowledge of
the operators’ network topologies, the MO-SMO orchestrates
the multi-operator network by translating the slice creation
plan provided by the AI Planner into specific TM Forum
API calls for each operator SMO to execute. In the current
implementation, the capabilities of the MO-SMO are focused
on the construction of TM Forum API calls to accomplish the
requested network plan. Actual execution and monitoring of
these calls to the SO-SMOs is currently simulated.

C. Operator SMOs

The bottom layer consists of the SO-SMOs and the phys-
ical infrastructure they manage. To be compatible with the
INDIGO architecture, SO-SMOs must provide:

1) Topology information exposure and management. This
enables the MO-SMO to obtain and use a complete view
of the single operator’s orderable network slice subnets,
including information about their availability and status.



2) E2E slice or sub-slice ordering. This includes the oper-
ator’s ability to create, activate, and configure the slice’s
RAN, Core, and 5G transport components.

The infrastructure of the SO-SMOs is currently simulated
in our setup and acknowledges a requested TM Forum API
call while returning static state information. This allows us to
verify the plan generation and ensure that the resulting TM
Forum API calls sent to the simulated SMOs adhere to the
open standards.

IV. IMPLEMENTATION

We implemented INDIGO on virtual machines (VMs) in the
NSF PAWR COSMOS testbed to emulate the cellular network
infrastructure of an urban environment [6]. The MUI consists
of front-end and back-end Podman containers which commu-
nicate to the Al Planner container on a separate VM. The Al
Planner is colocated with the MO-SMO and communicates to
the MUI back-end through JSON messages sent over TCP
connections. The MO-SMO simulates acknowledgments of
instructions sent to the SO-SMOs after generating TM Forum
API calls. The SO-SMOs are configured to represent a network
consisting of three MNOs with 63 radio units (RUs) deployed
across 21 tower locations. The SO-SMOs report pre-defined
status messages simulating a partially degraded network.

V. CASE STUDY IN SYSTEM USAGE
A. Case Study Overview

To evaluate INDIGO’s ease of use and response time, we
conducted a trial with four non-subject matter experts, users
who had not previously worked with INDIGO, role-playing
as Communications Unit Leaders (COMLs) in a simulated
disaster scenario. The COMLs were given four minutes to
read a manual on using INDIGO. COMLs were then briefed
for three minutes on a simulated network scenario in which
widespread power outages and physical damage to cell towers
had degraded the three regional MNOs following a natural
disaster. In total, 15 of the 63 radio units had failed.

The COMLs were asked to use INDIGO to respond to the
disaster scenario, after being given the following context: An
Incident Commander for an Urban Search & Rescue (US&R)
team requires reliable Push-to-Talk over Cellular voice links
and the ability to stream live video from helmet cameras to
the Incident Command Post to assess structural damage in
real time. The current network performance is insufficient to
support this video requirement.

B. Case Study Results

The flow of mission responses is summarized in Fig. 3.
To simplify the case study, we simulated request acknowl-
edgments from the SO-SMOs and automatically approved the
returned response from the AI Planner. Without a physical
SMO layer, we were unable to assess the time it would
take for the underlying SMO infrastructure to implement the
determined plan. Instead, we timed from when a user opened
the MUI (Fig. 3a) to when the MO-SMO issued TM Forum
calls to create a virtual slice for the US&R team (Fig. 3d).
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Fig. 3: Mission Flow Diagram: The data flow in INDIGO follows four steps.
(a) First, the user defines the slice boundary by drawing a polygon and
specifying the required network parameters. (b) The plan is generated by
the AI Planner to satisfy the submitted requirements. (c) The plan is sent to
the MO-SMO and translated into a sequence of service orders. (d) The MO-
SMO sends individual operator SMOs service orders using TM Forum APIs.
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Fig. 4: Case Study Time Responses: Four non-expert users responded to
a simulated disaster scenario comprised of three missions. The cumulative
response times for the completion of the three missions for the participants is
shown. Key events are indicated horizontally. We measured the time for users
to identify the outage, request a virtual slice, and receive the adaptation plan
from the AI Planner. All users were able to respond to the scenarios within 6
minutes. This suggests the MUI and Al Planner provides an intuitive system
for non-subject matter experts to understand and respond to network outages.

This allowed our case study to observe the time for a COML
to assess the network state via the MUI and request a virtual
slice (Fig. 3a), the Al Planner to construct a plan consisting of
configuration steps to create this slice (Fig. 3b), and the MO-
SMO to translate the plan into a sequence of service orders
(Fig. 3c) dispatched to the individual SMOs (Fig. 3d).

The MUI interactions were recorded to determine the re-
sponse times. These cumulative response times are shown
in Fig. 4 for each of the COMLs in the three consecutive
US&R team missions. All COMLs successfully responded to
the scenarios within 6 minutes. This shows that the system was
able to provide context to non-subject matter experts, identify
a mission plan, and start restoration on the order of minutes.

The flow of data throughout the system can be broken
down into two phases. The Mission Definition phase and the
Automated Planning phase. The Mission Definition phase
refers to the time it takes a COML to analyze the MUI map
display and issue a request to INDIGO to address the outage.
The Automated Planning phase refers to the time it takes for



((!assign—-subnet-to-mo-smo access area?2 smo-operator-a #:|DR-smo]|
((bw . 18) (lat . 2) (loss 0.1) (res . 2) (sec . 2)))

('assign-subnet-to-mo-smo transport area2 smo-operator-a #:|DR-smo| nil)

('re-direct 25fc6ced-9ed7-5022-bcbb-5198cb8141d9 smo-operator—-a c9e64b8b-6efl-57cc-b298-570£03b9471c
smo-operator-c)

(!'re-direct 3030e90b-0e79-5cb8-8bd6-d97£5686a988 smo-operator—-a e€86eff8f-6629-5176-93e7-b388e7acaeb0
smo-operator-c)

Listing 1: Excerpt of Mission Plan from Case Study: The plans generated by the AI Planner are human readable configuration steps that achieve the mission
goal. This example plan was generated in the case study and shows a request to create a subnet from Operator A with a bandwidth of 18 Mbps, latency
target of 2ms, packet loss tolerance of 10%, and a scalar value representing the relative importance of resilience and security for the new slice. The plan then

redirects traffic from two radio units from Operator C to this newly created subnet to construct a virtual slice.

INDIGO to produce a network restoration plan and send it to
both the COML for review and MO-SMO for execution.

Mission Definition - At T+0 seconds, the COMLs were
presented with a map on the MUI that showed the available
network infrastructure of three participating partner operators.
The coverage in the affected area was colored gray, indicating
that the corresponding cellular towers had been damaged.
The COMLs adjusted parameters as required by the briefing
in an average of 36.3 seconds. They drew a polygon on the
map, defining the operational area, and submitted the mission
after an average of T+97.8 seconds (Fig. 3a).

Automated Planning - Once the MUI request was submitted,
the Mission rApp forwarded the mission requirements to the
Al Planner. The AI Planner used its inventory of available
network resources and individual MNO topologies to generate
a plan that satisfied the mission requirements (Fig. 3b). In
this simulation, while no individual operator could meet the
mission requirements, the Al Planner was able to combine the
resources of the three operators to create a functional network
slice. An excerpt of the plan produced by the AI Planner
is given in Listing 1. The COMLs received the formatted
version of this plan on average 10.5 seconds after submission.
The plan generated by the AI Planner was displayed in the
MUI for review by the COML. In total, an average of 108.3
seconds elapsed between when users opened the INDIGO
MUI and when they received the generated plan.

Second and Third US&R Teams - After receiving and
reviewing the generated plan, the COMLs were informed a
second US&R team was being deployed to a different location
and subsequently asked to generate a new coverage slice. The
COMLs completed this second task in an average of 42.8
seconds and received the generated plan 10.3 seconds later.
Generating a coverage slice for a third US&R team took the
COMLs an average of 51.8 seconds to submit, and a plan
was received 10.5 seconds later. COMLs were not asked to
change the bandwidth, resilience, and security parameters for
the second and third missions. On average, COMLs established
coverage for all three US&R teams within T+272.8 seconds.

VI. CONCLUSION AND FUTURE WORK

INDIGO addresses the challenge of maintaining a robust
network for emergency communications during disasters that
cause widespread damage to cellular infrastructure. Our so-
lution alleviates the bandwidth limitations of P25 and other
LMR-based systems and takes advantage of additional network
resources which are inaccessible to single MNO approaches.
The AI Planner and MUI provide a simple means for inter-
acting with INDIGO and adapting the network, even for users
without extensive technical training. This enables INDIGO to
develop plans for connecting responder teams within minutes.

This paper presents a preliminary implementation of the IN-
DIGO system. Future work to expand INDIGO will consist of
improvements to the existing software and the addition of new
rApps. The integration of continuous SMO monitoring into
the AI Planner would allow the mission plan to automatically
adapt as the situation develops. An extension for managing
authentication would increase INDIGO’s security posture.
Similarly, a resilience rApp would improve system flexibility
by managing multiple communication paths, including satellite
and drone deployments. The presented case study examines
the response times of users interacting with the MUI and the
timing of the AI Planner to generate a mission plan for a
scenario. Future work should consider the SO-SMOs’ timing
as they execute the mission plan’s steps. In addition, we look
to replace the SO-SMO simulations with hardware systems to
analyze performance in an E2E deployment.
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